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ABSTRACT

The ultimate microanalytical tool would be an instru-
ment capable of selecting and identifying the individual
constituents of a surface seen in atomic resolution. With-
in certain limits,set primarily by the type of material
which can be successfully examined, the atom probe F.I.M.

can do Just this.

A surface species, imaged in a field ion microscope,
is selected for examination by positioning its image over
a small "probe hole" in the microscope's fluorescent screen.
The selected particle is then removed from the surface as a
positive ion by field evaporation, and travels through the
probe hole into a time-of-flight mass spectrometer. The
definite time correlation between the ion's impact at a
suitable detector, and the evaporation event itself, allows
the ion's travel time to be determined with great precision.
Since 1ts kinetic energy is also well defined and accur-—
ately known, its mass-to-charge ratio can be determined for
a given distance of travel. Two independent calibration
techniques assure an overall accuracy of # 1.0 amu at m/n =
50, or in specilal casés, t+ 0.2 amu at m/n = 50. Time reso-
lution 1s more than sufficient to unambiguously resolve ﬁhe

two isotopes of iridium when triply charged.



Results with a prototype and a refined instrument
showed an unexpectedly high ionic charge for field evap-
orated tungsten, and confirmed the double charged ion pre-
dicted by field evaporation theory as the abundant species
for most metals. The existence of adsorbed hydrogen as
well as adsorbed noble imaging gases on a '"clean" imaged
surface has been demonstrated as well as the ocecurrence of
metal-noble gas, and metal-hydrogen molecular ions. The
zone line decorations of tungsten and iridium as well as
some alloys have been successfully examined. Finally, the
process of charge exchange, and the spatial dissociation of
molecular ions originating on the surface have been con-

sidered.
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I. INTRODUCTION

The field ion microscope, invented by Miller in
1951,l 1s the only 1nstrument capable of resolving the in-
dividual atoms of a metal surface. In practice, each pro-
truding surface atom of a specilally prepared specimen is
imaged on a fluorescent screen by a beam of lons, usually
helium, formed some four angstroms above 1t in a narrow
region of high ionization probability.2 The 1image which
1s observed on the screen of the microscope is actually a
highly magnified representation of these ilonization re-
glons. Since a one-to-one correspondence is present be-
tween each localized lonlzation region and the surface
atom directly below it, the entire lmage represents the
atomically resolved surface of the specimen. However,
since this lmaging process is simllar for all surface
atoms regardless of their chemical nature, 1t is usually
not posslble to use the appearance of the PIM image to
directly discriminate between different atomlc speciles at
the surface. While it seems quite certain that only one
kind of atom 1s present on pure W, Ir, Rh, or Pt surfaces
characterlzed by a highly perfect FIM pattern, it is not
possible to unambiguously ldentify the different atomic
specles forming the usually less regular FIM patterns
whlch are obtalned from alloys, crystals contalning impu-

rities, or adsorbates at the surface. Fortunately, the



field ionization of an ambient gas upon which the imaging
~ process relies is not the only observable effect due to
the presence of the high electric field near the surface.
It is, in fact, an associated process called field evap-
oration which actually allows the surface species to be
determined.

The theory of field evaporation has been covered in

detail elsewhere,3’u

and therefore, wlll not be reviewed
here. Basically, 1t describes the field ionization of a
surface atom or molecule followed by thermal activation
over a fleld-reduced energy barrier. The result is that
surface species, in the form of positive ilons, may be re-
moved from the metallic emitter at a well-defined, con-
trollable rate. The rate is fixed by the electric field
strength at the surface and; therefore, by the potential
difference applied between emitter and screen. Coupling
this source of surface ions with a mass spectrometer, a

suggestion first advanced by,M{iller,5

permits thelr mass-
to-charge ratio to be determined. Since field evaporation
theory, even in its somewhat contrived form, can usually
predict the charge of the evaporated species the mass 1is

also known.

Because of experimental difficulties in obtaining

long-term ion currents of appreciable magnitude from a



field evaporation source, most previous experiments have
been concerned with field ionization--not evaporation--
mass spectroscopy. This technique utilizes the extremely
high electric field near the tip to ionize ambient gases
or organic vapors, the ions formed being analyzed in a
suitable spectrometer. Ingram and Gomer6 presented the
first experimental results with the publication of their
study of the field ionization of hydrogen and deuterium.

7

Later, Muller and Bahadur' investigated, qualitatively, the
field ion spectrum of hydrogen. Clements,8 studying the
abundance of ion species in high ambient gas pressures,
discovered the H3+ lon in the field i1onized hydrogen
spectrum. Beckey,9 et.al., extended the technique to in-
clude the study of field induced dissoclation products of
hydrocarbons, using both conventional electron impact, and
modified field ionilization sources. Thomsen,lO in addition
to studying the low pressure spectra of field ionized
gases, reported the first observation of an abundant field
evaporated ion, CuH2+,
field evaporation of beryllium copper in lO"7 Torr of
11

during his investigation of the

hydrogen. Barofsky originally continued Clements' study

of the field ionized hydrogen spectra, but later12 was
able to examine the low temperature field evaporation
products of Be, Fe, Zn, and Cu. His investigation of the

last metal confirmed Thomsen's original observation of the

abundant CuH2+ ion.



Although Thomsen's work, and more particularly
Barofsky's, resulted in the detection and identification
of surface species during field evaporation, both inves-
tigators were limited by their apparatus. Thomsen did not
have a suitable detector. Neither could localize the re-
gion of the emitter from which the ions originated,
neither could preselect surface species of interest, and
neither could work with fewer than perhaps 10Ll ions per

second entering their spectrometers.

It is quite apparent that a major advance in both
field ion mass spectroscopy and surféce physics would be
achlieved with the positive identification of the atomic
species associated with preselected, individual, image
spots. To accomplish this feat, Miiller-,13 in 1967, real-
izing that single ion detection was possible, suggested a
novel combination of field ion microscope and mass spec=-
trometer now called the Atom Probe FIM. The device in-
corporating single particle detection capability, relies
upon the strict time correlation between a field evapor-
ation and detection event, to eliminate random detector

nolse.

The atom probe was named (according to Rivier-e,lLl
incorrectly) in analogy with the well-known electron
microprobe developed by Castaing.15 This instrument, a

combination electron microscope and X-ray analyzer, can



investigate the constituents of a small section of spec-
imen which, although typically of the order of one micron

in size, still contains 10+1

atoms. The scanning electron
microprobe developed by Crewe,16 using a field emission
source and an energy analyzer, may provide still another
form of chemlcal analysis of selected specimen areas. The

number of atoms 1nvolved, however, would still be greater

than 10°.

Only with the atom probe FIM can one, ultimately,
determine the identity of a single species seen with atomic
resolution at a metal surface, and selected from neigh-
boring atoms at the discretion of the experimenter. It is
the purpose of this work to present, in some detail, the
development.of this most sensitive tool for microanalytical

research.



II.  THEORY OF OPERATION

The atom probe consists of a field ion microscope
modified so that the imaged atom chosen for analysis can
be positioned over a small aperture, or "probe hole'", in
the microscope's phosphor coated screen. This probe hole
provides an entrance into the analyzer which in the pres-
ent designs has been a time of flight mass spectrometer
with single particle resolution. After properly posi-
tioning the specimen so that the desired surface atom is
imaged over the probe hole, and pumping away the imaging
gas 1f desired, the specimen is subjected to a high volt-
age pulse. This pulse, superimposed on the steady state
DC imaging voltage, is made sufficiently large so that
the resulting electric field at the surface will cause a
number of surface atoms to field evaporate as positive
ions. Only the atom which was imaged over the probe hole
passes, now as an ilon, into the time of flight mass spec-
trometer; all of the other ions being blocked by the

screen.

After traveling approximately one meter the ion col-
lides with the first dynode of a multi-stage electron mul-
tiplier, thereby producing a signal which can be displayed
on an oscilloscope. The recorded sweep, initiated by the

~evaporation pulse, is a direct measure of the ion's travel



time. If the duration of the evaporation pulse is made
longer than the 1lon's travel time 1in the acceleration re-
gion near the tip, the evaporated ion will quickly attain
a kinetic energy determined solely by the sum of the DC

imaging voltage and evaporation pulse voltage. That is:

py 2 -
5 mv ne (Vdc + Vv ) (1)

t pulse

where ne 1is the ion's charge, and v_ its final, or ter-

t
minal, velocity. Since the acceleration region near the
tilp 1s very short compared to the ion's total flight path,

1ts travel time 1s, to a very good approximation, Jjust
T = d/v, (2)

where d 1s the total tip to detector distance.

The ion selected for analysis is identlfied by its
mass-to~-charge ratlo expressed as a function of the total
voltage, travel time, and distance. Combining equations

(1) and (2) gives the desired result:
) T2 (3)

where K =



and Vdc and Vpulse are measured in kilovolts, T is meas-
ured in microseconds, and (Inﬂ)° is expressed in terms of
atomic mass units (amu). The constant K can be evaluated
once the tip-to-screen distance, d, 1is known. For our
instrument three different analyzer tube lengths have been

used. Correspondingly, for d = 0.82m, K = 0.228; for

d = 0.99m, K = 0.195; while for d = 1.98m, K = 0.049.



III. A PROTOTYPE INSTRUMENT

In order to demonstrate the feasibility of the atom
probe concept, a prototype instrument was constructed.

Although it has been fully described elsewhere,17

its es~-
sential features will be repeated here, both for complete-
ness, and to provide a comparison with the improved in-

strument to be described shortly.

Figure 1 is a schematic diagram of the prototype atom
probe, while Figure 2 is a photograph of the instrument
itself. . The specimen to be examined is spot welded to a
molybdenum wire loop which is held in position by two
tungsten coils. The coils are formed from tungstén wires
which are sealed through the base of a pyrex cold finger.
These wires provide electrical contact to the specimen,
while cooling it by conduction from the cryogenic liquid
through which they pass. A grounded aluminum cone, making
thermal contact with the cold finger, surrounds the tip
and its mounting coils. Such a cone has been shown by

18

Muller to increase the intensity of the faint FIM image

by as much as 300%.

The entire cold:finéer'is inserted into the upper
portion of the microscope body with the specimen tip posi-
tioned as closely as possible to the center of rotation of

the greased ball joint assembly. When so placed, the tip
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is axially aligned with respect to the holes located in
both the aluminum plate, and the fluorescent screen. The
aluminum plate serves to separate the microscope intc two
sections. The upper, containing the tip, is connected to
a supply of relium gas whose flow rate can be accurately
adjusted. The lower portion, containing the screen, is
connected to a 1liquid nitrogen trapped, 5 cm, o0il diffu-
sion pump. During imaging of the specimen, the lower por-
tion of the microscope body is pumped while helium gas is
admitted into the upper portion. This dynamic gas supply

19

system allows operation with one millitorr of imaging
gas in the immediate vicinity of the tip, while maintalning
the region near the screen at a considerably lower pres-

sure.

The time-of-flight spectrometer, located directly be-
hind the fluorescent screen, is continuously pumped by a
separate, trapped, 5 em, o0il diffusion pump. With a probe
hole one millimeter in diameter, the vacuum in this region
6

is maintained, during imaging, at better than 5.0 X 10~

Torr to insure that an adequate mean free path is obtained.

The evaporation pulse is supplied by a Huggins Labo-
ratory pulse generator, model 961 D, which provides both
adjustable pulse‘amplitude (0 to 3kV), and width. For the
prototype atom probe a pulse width of 2.0 ns was chosen,

with a corresponding rise and fall time of 0.5 ns sec.
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The actual pulse shape produced by the generator was ob-
served at 1ts output with a Tektronlix type 519 oscillo-
scope. Manually triggered single pulses are normally used
to field evaporate selected specles, although the generator
also permits 60 cycle repetitive operation. The evapor-
ation pulse travels to the microscope head on a 50Q coaxial
cable terminated by a 502 resistor, and is coupled to the
DC leads in the cold finger through a 500 pf, 30kV capac-
itor.

A "venetian blind" electron multiplier having a gain
of '\:106 detects the field evaporated specles. The physical
configuration of this detector is similar to that of the
one used currently in the improved atom probe, but incor-
porates 12 Be~Cu dynodes, and one anode. The multiplier
assembly, mounted on a brass O-ring flange, 1s bolted to
the base of the time-of-flight tube; all electrical con-
nections to the multiplier belng made through ceramic-to

metal seals soldered to the flange.

The anode of the electron multiplier 1s connected

directly to a transistorized preamplifier originally de-

signed by S. B. McLane12 for a similar application. An

overall current gain of greater than 1012 was observed
with the detector preamp combination. The 16 ns rise time

of the Tektronix ﬁype 551 oscilloscope, used to measure
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the time of flight, determined the rise time of the re-
corded pulse; the observed fall time of 1 msec was deter-
mined by the detector--preamplifier combination. Figure 3
is two typical oscilloscope photographs showing the re-
corded "staircase" wave shape resulting when two or more
particles reached the detector during a single sweep.
Since a single sweep lasts only 1lOp-seconds, and 1s ini-
tiated by the evaporation pulse, random events are effec-

tively excluded from being recorded.

Preliminary results obtained with the protot&pe in-
strument indicated, at the relatively poor vacuum condi-
tions present, the occurrence of tungsten--oxygen and
tungsten--nitrogen compound ions on the surface. Figure
3B shows typical oscilloscope flight time data obtained

for a tungsten specimen. For the upper trace, the Species

71), while for the,lbWer trace (from
18Mw l6oé&+

is 182w 16023+ (m/n
left to right), the species are (m/n = 53.6),
and 182w 16023+ (m/n = 71.2);k In addition, ﬁhé‘eVaporation
of rhenium-molybdenum alloys indicated that'both métals
field evaporated as doubly’charged ions. A similar result
was obtained*fér fuﬁésﬁéh,Speciﬁéns; bﬁtiw3+;aﬁd WA+ were
also observed{ Figure 3A resulted from an examination of
tungsten at 21°K. A getter, installed near the tip, im-

proved the backgrohnd vacuum. For the upper trace (from

left to right) m/n = 66 and m/n = 91. For the lower
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trace m/n = 66. These species are to be identified with
182W 16O3+ (m/n 182W 16O3+

(m/n

91), and
66).

(m/n = 66) or

il

184w 14N3+

Although a mass determination accurate tc + 1.0 amu
was claimed, more refined experiments with the most recent
instrument indicate that such a figure was probably quite
optimistic. In fact, as will be discussed shortly, the
very equation, equation (1), used for all the mass deter-
minations must be refined by the incorporation of two cor-

rection factors.

Another problem with the device was that, although
any region of the specimen could be positioned over the
probe hole, the poor viewing conditions prevented both
precise selection of single species, and photographing the
image. Nevertheless, the prototype atom probe did demon-
strate that the original concept of mass analyzing a single
field evaporated particle was feasible. 1In addition, it
provided novel preliminary results by establishing the
unexpectedly high ionic charges of some field evaporated
ions, while at the same time providing a firm basis on

which to design future instruments.
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IV. THE ATOM PROBE FIM

Experience with the prototype atom probe was particu-
larly valuable for it showed that a new instrument would
have to incorporate several refinements if 1t was ever to
perform as a versatile, microanalytical tool. It would
have to provide a means of continually pumping the spec-
trometer, even during specimen change, so that the elec-
tron multiplier would not be exposed to the atmosphere.
Repeated exposure, as observed in the prototype, contam-
inated the multiplier thereby seriously decreasing its
gain. In addition, a means would have to be provided to
bake the multiplier to 500°C, to reactivate it if contam-
ination ever did occur. It would have to be possible to
observe and photograph the weak FIM image without signif-
icant distortion, so that imaged atoms could be precisely
selected and recorded. A background vacuum in the 10—8
Torr range would have to be maintained in the microscope
and analyzer sections, with sufficient pumping speed in
the microscope so that the lmaging gas could be removed as
gquickly as desired. A system to rapidly change specimens
would have to be provided, as well as a means to positively
align the tip, probe hole, and detector, and preserve this
alignment during each tip change. Finally, the prototype
instrument demonstrated the need to provide a convenient

operating position for the experimenter, as well as a
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system compatible with an external image intensifier for
viewing and photographing the faint FIM image when extreme-
ly low imaging gas pressures were used. Figures 4 and 5
show the new horizontal atom probe which incorporates
these, as well as other refinements, the most important of
which is adequate electrical shielding of the sSpecimen.
Coupled with the mechanical refinements just mentioned have
been definite improvements in the associated instrumenta-—
tion to provide for more accurate, reliable and convenient

operation.

1. Vacuum and Gas Supply Systems:

Figure 6 is a schematic diagram of the vacuum and gas
supply system. The microscope and spectrometer are each
pumped by separate, trapped, oil diffusion pumps connected
to a common foreline and a single, rotary, mechanical pump.
A system of foreline valves allows either portion of the
atom probe, microscope or spectrometer, to be rough pumped
separately or isolated from the other portion as desired.
Molecular sieve traps in the foreline prevent oil creep
from the mechanical pump, while valves on either side of
each trap permit bakeout when cbntamination eventually

occurs.

The microscope “head, like the major portion of the
atom probe, 1s constructed of heliarc welded 304 stainless

steel. It is connected by an O-ring flange to an NRC,
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model 1283,high vacuum slide valve having a full aperture
of 10 cm. An O-ring seals the valve to a 10 e¢m Granville
Phillips "Cryosorb" liquid nitrogen trap. This trap, once
filled, provides a positive barrier against diffusion pump
oil creep. 1In addition, the surfaces exposed to the high
vacuum remain cold even 1f the liquid nitrogen level in the
reservolir falls appreciably. Practically, this means that
contaminants will remain adsorbed even if the trap is left
unattended for periods up to twelve hours. A 10 cm NRC

oil diffusion pump, model NHS-4, is connected directly to
the trap by another O-ring seal. A minimum area of each
O-ring is exposed to the vacuum so that a typical back-
ground pressure of 3.0 X 10_8 Torr is easily obtained in
the microscope after several hours of pumping. It should
be noted that the actual pressure in the vicinity of the
tip, which is almost entirely surrounded by the cold sur-
face of a copper housing, is probably one order of magni-
tude lower when liquid hydrogen is used for cooling. The
total pumping speed, limited by the conductance of the trap,

is greater than 275 liters/sec.

The time-of-flight spectrometer is continually pumped
by a 7.6 cm Edward's "Speedi&ac" 0il diffusion pump, model
EO02. It is isolatedrfrom the pump by an Edwards thermo-
electric (TE) bé}fle model DCB2A. The internal surfaces

of the baffle are continually cooled 10° below cold water
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femperature by thermoelectric elements. These are powered
by a separate, well-regulated, DC power supply. This
baffle has the obvious advantage of remaining at operating
temperature without attendance. Typically, the pressure

in the time-of-flight tube i1s less than 2.0 X 10_7 Torr.

A Pyrex gas supply manifold is connected to the micro-
scope chamber through a Granville Phillips variable leak
valve, series 203. Bottles of helium, neon, and helium-
neon mixture are connected to the manifold through greased
stopcocks. Both the helium and neon gas lines are provided
with internal barium getters that were flashed before the
bottles were initially opened. These getters provide a
direct visual check on the purity of the gas remaining in
each bottle, since the appearance of the active barium
film changes rapidly upon contamination resulting from a

leak.

Both the microscope and spectrometer are fitted with
their own ilonization guage and controller, as well as a
thermocouple (TC) gauge to monitor the foreline pressure
of each diffusion pump. A thermocouple gauge on the high
vacuum side of each pump completes the compliment of

gauges.

2. Cold Finger AsSembly:

The tip is spot welded to a 6.0 mil molybdenum wire

loop which 1s inserted into two (20 mil I.D.) tungsten coils,
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each formed at the end of a 20 mil tungsten wire. Each
coll contains a "hairpin" of 8 mil tungsten wire which
serves as a friction support for the molybdenum loop.

With such a support the tip can be accurately adjusted and
maintained at the correct orientation, in an alignment jig
which will be described in section 6. The two 20 mil wires
are sealed through the base of the cold finger, and extend
to the upper portion of the microscope head where they con-
nect with the high voltage DC and pulse supplies. The en-
tire tip assembly is effectively cooled by conduction,
since the tungsten wires pass through the cold finger which,
during operation, 1is filled with a cryogenic liquid. The
lower portion of the cold finger, showing the tip mounting
details, is shown in Figure 7A. The tip positioning micro-

scopes of the allgnment jig are also shown.

A specially designed copper housing fits snugly around
the base of the cold finger, and is cooled by conduction
through its glass walls. In addition to increasing image
brightness, this housing also serves to limit field pene-
tration into the main mic¢roscope body. When the e¢old
finger assembly 1s inserted into the microscope the copper
housing contacts (by means of beryllium-copper leaf springs)
a grounded copper cylinder which surrounds it. A small
aperture in the Hbusing permits the field evaporated ions

to reach the screen. Figure 7B shows the base of the cold
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finger with the housing attached, while Figure 8 shows the
entire assembly inserted in the microscope body. Position-
ing of the specimen is effected by moving the bellows as-
sembly and greased standard taper joint, around the axes
shown in this figure. The copper housing is visible in the
upper portion of the viewing window. The tip points away
from the window toward the fluorescent screen. Note the
complete electrical shielding of the cold finger assembly.
Since the DC imaging voltage, and positive evaporation
pulse travel to the tip entirely inside grounded enclo-
sures, field penetration into the main body of the micro-
scope is reduced to a negligible amount. Fileld penetration
must be made as small as possible to insure that a well-
defined ion trajectory, so.critical to successful identi-

fication of preselected species,; 1s achieved.

3. Image Observation and Photography:

bDuring operation, a pair of modified 7. X 50 binoculars
or a suitable camera is placed’in front of thé Viewing win-
dow. - Figure 9 shows the.binoculars positi;hed to examlne a
small area (% 6 cm2) around the. probe hole, Ohgé focused
on thé“Screen, the binoeculars (or camerakaaﬁ‘observe,the
faint FIM'image without serious vignetting by the‘cold
finger housing pbsitiénea:diféctly in’thé optical path.

This desirable situation results from the wide aperture

optics employed. The cold finger housing is essentially
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out of focus, the binoculars or camera effectively "seeing"

around it.

Figure 10 shows the-screen valve assembly used in the
atom probe. The large flange bolts to the microscope body
directly opposite the viewing window. A phosphor screen,
dusted on a 60 mil aluminum plate, mounts on the D-shaped
support shown in this figure. When mounted, the probe hole
is-located over the large aperture in the support. Two
pins, passing through both the ‘screen ahd support, position
the screen positively so.that it may be removed for redust-
ing, and then replaced, without changing the probe hole

alignment.

Figure 1l shows a field ion microscope image of irid-
ium photographed in the atom probe. The probe hole inter-
cepts the 7th ring of the central 001 pléne at approxi-
mately the one o'clock position.k As can be seen, no trace
of the copper housing is visible. A modified Argus C-3
camera fitted with an F:0.87 (72 mm focal length) Super-
Farron lens was used to obtain this photograph. Kodak type
103 aG spectroscopic fiim recorded the faint FIM image ap-
pearing on the phosphor dusted screen. The phosphor, man-
ganese doped zinc ortho-silicate (ZnSiOu :Mn), is dusted
onto the aluminum screen plate using a binder of 1 part
glycerine and 9 parts alcohol. Before insertion, the plate

is heated to 330°C to completely drive off any volatile
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vapors, and provide a screen of maximum efficlency for the

imaging gas lons.

4, Ion Detector:

The 1on detector used 1n the atom probe must be cap-
able of detecting single particles, while responding to
their impact 1In times shorter than those corresponding to
the difference in the travel times of adjacent masses of
1 amu separation. This "response time" may be estimated by

direct differentiation of equation (3):

A (=)
At = — ° ry)

using equation (3) to eliminate 1 gives:

>
515

0 (5)

i}

At

v
2 K Vtotal (m/n)o

The worst case corresponds to the minimum time difference

which occurs for v g Vigtal (m/n), @& maximum. Consider

20 KV, doubly charged iridium isotopes with (%) = 191/2,
o

and (%)° = 193/2. For a two meter time-of-flight tube,

K = 0.049, Since A (%)o = 1, the required response time

is, from equation (5), Jjust:

At (u seconds) = 1 = 0,05

V4 (.049) (20) (193/2)




33

An additional requirement is that the active area of the
detector must be as large as possible to insure that ions
are detected even if they do not travel exactly on the axis
of the instrument. Consider a two meter flight path, and a
probe hole of 1.0 mm diameter. An ion which originates on
the instrument axis, and travels to the detector in a
straight line path will arrive 1.2 cm from the axis if it
just clears the edge of the probe hole. This straight-
forward calculation assumes a tip-to-probe hole distance of
8.0 cm. Practically, this result means that the minimum
active detector area should correspond to a circle cf at
least 1.2 cm radius, centered on the instrument axis.

The three considerations mentioned: single particle
sensitivity, 50 nanosecond response time, and 4.5 cm2
active area, suggest some form of electron multipller ion
detector. The device finally chosen, a 14 stage copper-
beryllium "venetian-blind" electron multiplier with
v 6.0 cm2 of active area was constructed from parts sup-
plied by EMI (Electrical and Musical Industries) of London,

England.

The galn, G, of such a device depends upon the number
of active stages, or dynodes, used, as well as their sec-
ondary electron emission coefficlent o. By definition, o

1s the number of secondary electrons released per incident
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primary particle. For n stages, the gain is just:zo

G=o0 7, (6)

where o depends upon the energy of the incident particle,
the material from which the dynodes are constructed, and
the condition of the dynode surface. For properly pre-

pared21

Be-Cu dynodes, with 200-375 volts applied between
each pair, o ~ 3. Although o increases with increasing
primary particle energy (and, therefore, with increasing
interdynode potential), breakdown between stages usually

limits the maximum applied voltage per stage to those given

above.

The secondary emission coefficient o can be even
larger for the first dynode which 1s struck by the field-
evaporated ions, with energles always greater than 4.0 kV.

22 inkfact, notes that for positive ions with ener-

Allen,
gles greater than 4.0 kV detection efficiency, using such
a multiplier, should be very close to 100%. The yield of
secondary electrons released by ions with energies greater
than U4 kV 1s essentlally constant. For Be-Cu the sec-
ondary electron coefficient for such ions, as given by
Allen23 may reach 8 or 10 for properly activated surfaces.
If oq is defined as the secondary electron coefficient of

the first dynode, and o the secondary electron coefficlent

of the remaining (n-1) dynodes, the gain becomes, for a
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fourteen stage multiplier,

(n-1) . 5,313 » 107

G =o0 o

) . (7)

The actual number of secondaries emitted per dynode,
and therefore the actual pulse height observed is, of
course, a statistical quantity. Fortunately, the mass
determination of field-evaporated ions does not depend on
the magnitude of the pulse height, but only on the time

when the‘pulse appears.

An order of magnitude calculation for the expected
pulse amplitude, due to the impact of a single positive ion
with the multiplier, may be obtained as follows: By defi-
nition, the gain of a multiplier 1s the ratio of the output
to the input current; or, equivalently, the ratio of the
output to the input charge. If a doubly charged ion
strikes the filrst dynode of a multiplier of gain G, the

resulting output charge will be:
Q = 2eG (8)

where e 1s the electronic charge. - Assume that the multi-
plier is connected by a line of " negligible impendance to an
oscilloscope of input impedance Z. 1f Z = jwC, where C is

the input capacitance; the voltage developed across this
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capacitance as a result of the charge Q will be:

V= Q/C = 2eG/C = (3.2 X 10“19) G/C . (9)

For a modest multiplier galn of 10,6 and an input capaci-

tance of twenty picofarads (the input capacitance of a
Tektronix type U454 oscilloscope), the recorded voltage

would be:

—12)

V= (3.2 X 10'19) (1.0 X 106) / (20.0 X 10 = 20mV .

Typical nolse levels would be below one millivolt, so that
such an amplitude 1s quite sufficient for satisfactory
pulse discrimination. In practice, an MOS-FET preamp,
having a voltage gain of one, 1s connected directly to the
miltiplier. The preamp serves, primarily, to match the
high output impedance of the multiplier to the low input
impedance of the coaxial cable which carries the signal to
a Tektronix type U454 oscilloscope. An average pulse am-

plitude of 30mV is typical during actual operation.

Since the sweep of the oscilloscope 1s triggered by
the evaporation pulse, and the sweep lasts for only ten or
tWenfy microseconds, random’noise at the output is reduced
to completely negligible amounts. For the same reason,
the multiplier dark current of, typically, one pulse per

second 1s unobservable.
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The completed fourteen-stage ion detector is shown in
Figure 12A. Fourteen beryllium-copper dynodes, and one
anode, are stacked on three ceramic rods, and separated
from each other by Pyrex spacers. The éntire assembly 1is
spring loaded (with copper flashed Inconel springs) and
fastened, rigidly, to a stainless steel base, Which bolts
to a stainless steel flange located ét the end of the
flight tube. Figure 12B shows the multiplier-flange as-
sembly. A’grounded'wire mesh, suppofted over the first
dynode, is also shown. The flange, asyshown, contains the
ceramic-to-metal seals which carry the electrical signals
from the multiplier, and the electrical power to it. The
multiplier assembly actually plugs‘info these seals, so

that installation and removal is quitebconvenient}

The dynodes are maintained at appropriate potentials
by an in-situ resistor chain of 2.0 megohm deposited film
resistors manufactured by Pyrofilm Incorporated, of New
Jersey. The chain of resistors extends from the first to
the thifteenth dynode, the thirteenth and fourteenth

dynodes, as well as the anode cup being connecteé directly

to appropri” ceramic seals.; A resistor ehain, by-passed
by capacitars aﬁd eonnected externally to these seals,
completes the circuit which maintains the dynodes at appro-
priaté pdtehﬁialsQ An electropdlished nickel cap covers

the first three dynodes. It 1s maintained at the same
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potential as the first dynode (-4000 volts DC), and serves
to suppress field emission from possible sharp edges on

those initial dynodes held at large negative DC potentials.

Before initial use and after prolonged use, the elec-
tron multiplier must be baked in vacuum to activate its
secondary emission surfaces.24’25 To accomplish this in
situ, a furnace 1s placed around the end of the time-of-
flight tube containing the detector. With the system under
vacuum, the furnace temperature is maintained at 500°C for
one-half hour, and then allowed to decrease, slowly. Dur-
ing the bake-out procedure the system pressure is always

kept below 8.0 X 1072

Torr. Alternately, the multiplier
may be activated in an auxiliary vacuum system by heating
the dynodes to a dull red color with an R.F. generator.
When cool, the multiplier 1s mounted on the detector flange
and inserted into the time-of-flight tube. Exposure to the

atmosphere reduces the secondary emission coefficient of

the dynodes, and therefore must be minimized.

5. Electronics:

Figure 13 contains a schematic diagram of the transis-
torized FET preamplifier designed by S. B. McLane for use
with the electron multiplier previously described, which is
also shown in this figure. The 1nput impendance of the
preamp 1is greater than 108 ohms and, when coupled to the

vertical amplifier of a Tektronix type 554 oscilloscope,
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provides for single particle detection. Examples of typ-
ical pulses obtained during an experiment with rhodium ap-

pear in Figure 14.

The preamplifier 1s attached externally to the appro-
priate ceramic feedthrough on the detector flange. A 50Q
cable connects its low impedance output to one channel of
the dual channel vertical amplifier of a Tekftronix type 554
oscilloscope. The other channel 1s connected to a stepped
DC power supply, and both channels are added, algebraically.
This arrangement allows the position of the trace appearing
on the scope face to be shifted by precise amounts, by
stepping the applied DC voltage. In such a manner many
equally spaced, consecutive traces can be recorded on a

single photograph.

The sweep of the oscilloscope is initiated by a pulse
from a transistorized multivibrator, triggered by a signal
from the pulse ‘generator which prdvides the evaporation
pulse. The pulse generated by the multivibrator is also
displayed on each trace providing a convenient zero refer-

ence marker from whichﬁto measure time. Such a marker of

fixed amplitudekanﬁ“duratiéniié displayedfin preference to
the actual triégér"ﬁulse’from the pulse géherator because

the trigger pulse amplitude and width are not constant, but
vary markedly with changes in pulse voltage, amplitude and

duration.
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In addition to the pulse triggered traces which appear
on each photograph, a time calibration sweep can be dis-
played if desired. This sweep, obtained from a Tektronix
type 180A oven-controlled crystal oscillator, provides a
means for measuring time independent of the setting of the
oscilloscope's time base generator. In practice, the lin-
ear distance on each recorded sweep between the initial
marker pulse, and the pulse of interest, is measured. The
number of cycles of the time sweep appearing within the
same distance 1s the ion's time of flight, less correction
for any electronic delay time introduced by the detection
or triggering circuitry. Since the atom probe can be cali-
brated by techniques to be described shortly, the actual
time delay introduced by the electronic circuitry can be
determined. Provided it is a constant of the apparatus,

time-of-flight measurements become simple and accurate.

By using the Tektronix 554's option of expanding in
time any preselected portion of a given time sweep, a great
improvement in the accuracy of the time-of-flight measure-
ment 1s obtained, especially if a time sweep from the os-
cillator is likewise displayed. The Tektronix 1804 crystal
oscillator produces 5, 10, 20, and 50 Mhz signals, so that

one appropriate to the measurement can usually be chosen.

6. Alignment:

In order to insure that a field evaporated ion is
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detected the tip, probe hole, and detector must lie, and
remain, on a common axis. But during operation the tip
must usually be moved to position the image of a selected
species over the probe hole. If, during this movement, the
tip's spatial position changed by only 0.1 mm, alignment
would suffer and, in all probability, the evaporated ion
although passing through the probe hole would not strike

the detector.

To insure that alignment is preserved during tip
movement, the tip 1s positioned as closely as possible to
the intersection point of the rotation axis and the axis
about which the bellows can move (See Figures 4 and §).
When the instrument was constructed, this point was chosen
to lie on the time-of-flight tube (or instrument) axis,
approximately 8.0 cm from the fluorescent screen, and in
the microscope body. Adjustment screws (shown by black
arrows in the upper portion of Figure 8) allow the rotation
axis to be selectively oriented with respect to the ver-
tical, causing it to intersect the horizontal bellows axils.
The intersection point, which determines the tip location,

will be called the '"center of rotation" for convenience.

In practice, to align the instrument, the center of
rotation is determined first. This point and the center of
the detector flange define the "effective" axis of the

instrument, which is essentially coincident with the
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time-of-flight tube axis. The screen 1s then positioned

so that the probe hole is centered with respect to the
effective axis. Two different techniques were developed to
align the atom probe. Each has its own advantages and dis-
advantages, but either will permit the instrument to be

accurately aligned.

Alignment method #1--The cold finger assembly, lnclud-

ing the greased jolnt and matching flange, is rigidly fas-
tened in an "alignment Jjig" which permits the tip to be
viewed by two low power microscopes: one aligned with the
cold finger axis, and one at right angles to 1t. Flgures
7A and 7B show these microscopes, which are equipped with
circular reticles 0.3 mm in diameter, as well as the base

of the cold finger assembly.

The tip is rotated by turning the greased joint, and
viewed in the axial microscope. Its position is changed
with the aid of tweezers until its very end remalns sta-
tionary during rotation. When such a condition occurs, the
tip lies on the rotation axis of the cold finger. Both
microscopes are now adjusted until the end of the tip ap-
pears centered in the reticle of each. The adjustment of
these microscopes, once made, permits any other tip to be
positioned at the same spatial point by centering it in

each reticle. Next, the tip is removed, and replaced with
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an etched "hairpin" shaped filament whose end 1is centered
in the reticles. The cold finger is inserted into the
instrument, the detector flange replaced with a ground
glass screen, and the entire atom probe rough pumped to
about one micron. After filling the cold finger with liqg-
uid nitrogen, and opening the valve between microscope and
spectrometer, an electric current is passed through the
hairpin filament. If it was properly made, only its very
end will become incandescent approximating, quite closely,
a point source of light. The cold finger is rotated and
the image of the probe hole, projected by the illuminated
filament on the ground glass, is observed. If the filament
was originally positioned on the rotation axis and did not
move during insertion or heating, the image will remain
stationary. The bellows assembly is now moved and the
adjustment screws turned until the image remains stationary
during this movement. When the image position remalns un-
changed during any combination of these movements, the cen-
ter of rotation has been found. The instrument 1s shut
down, and the cold finger removed and reinserted into the
alignment jig. Final, precise microscope positioning 1s
effected by centering the retlicles on the end of the fila-
ment. Following this, the cold finger is reinserted in the
atom probe and the position of the tip again checked by

watching for image motion on the ground glass. If the
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image remains stationary, but is not centered on the ground
glass, the probe hole position must be adjusted by trial
and error until the image 1s centered. This procedure, al-

though tedious, completes the alignment.

Alignment method #2--The beam of a CW laser is pro-

jected through both the main window of the atom probe, and
the probe hole. Its position is adjusted until 1t strikes
the center of a ground glass positicned in place of the
detector flange. Symmetry of the resulting laser pattern
insures that the probe hole is not vignetting the beam.
The instrument is rough pumped during this procedure.
Figure 9 shows the laser beam directed, by a mirror mounted
on a micromanipulator, through the main atom probe window.
The binoculars used to view the immediate area surrounding
the probe hole are also shown. This laser beam, once po-
sitioned to pass through the probe hole and intercept the
center of the detector flange, deflnes the effective axis

of the instrument.

A tip is positioned in the alignment jig as described
in the first method, and the cold finger inserted into the
instrument. The screen is replaced by another screen, at
the same position, having a plece of millimeter graph pa-
per mounted on it. A small cross on the graph paper shows

the location of the probe hole. Great care is taken to



48

insure that the position of the laser beam i1s not disturbed
during these operations. The cold finger assembly is now
moved while watching the shadow of the tip produced by the
laser on the millimeter paper. As in the first method ro-
tation is checked, and the screws are adjusted until the
image remains stationary during bellows movement. In addi-
tion, the very edge of the tip's image must lie on the mark
indicating the probe hole's position. If this is not the
case, the position of the tip's image must be noted, a new
probe hole drilled, and the entire procedure repeated.
Finally, when the image 1s stationary and located over the
probe hole's marked position, the actual screen 1s rein-
serted and the laser beam position on the ground glass re-
checked. If 1t is accurately centered, the alignment is

completed.

It is perhaps worthwhile to mention that both proce-
dures, when carefully followed, allow the tip to be aligned
well within the necessary tolerance. The first method 1is
perhaps more accurate since a greatly magnified image is
observed at the detector flange itself. Unfortunately,
satisfactory "point source" filaments are difficult to
make, and often move during heating. If a filament does
move, 1t must be repositioned in the alignment Jjig. The
second method relies upon the shadow image of the tip on

the screen. Although the magnification is not as great as
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if the image were observed at the detector flange, it is
gquite sufficient. The second procedure is probably simpler
than the first unless the probe hole needs to be reposi-
tioned. In general, the first method is preferred for ini-
tial alignment, and the second for subsequent checking or

realignment.
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V. PERFORMANCE OF THE INSTRUMENT

1. Further Theoretical Considerations

Equation (3), used to calculate the masses observed in
the prototype instrument, was derived using several assump-
tions not all of which are satisfied in practice. Because
of the relatively crude apparatus, and the inexperience as-
soclated with the introduction of any new instrument, such
approximations, at the time, seemed reasonable. Now, as a
result of using the new Instrument, these assumptions must

be re-examined.

If the evaporation pulse terminates before the evap-
orated lon has acquired its full kinetic energy, équation
(1), the true mass-to-charge ratio will not be given by
equation (3). To calculate the error made by using this
equatilion in such a situatlon assume that at the instant
the evaporated ion has traveled a distance d from the tip,
the evaporation pulse terminates. If the spatial potential
at d was V, before the pulse terminated, and (V - AV)

after, the lon's final kinetic energy will be:

%—mv2=ne (V, = V) + ne [(V - &V) - 0] = ne (V, - V)

t
(10)
where m is the mass of the ion, Vi its terminal velocity,

ne its charge, V_ the total potential at the tip before the

pulse terminated, and AV the change in potential, at d,

resulting from the pulse termination.
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The change in potential, AV may be calculated by
assuming a parabololidal geometry, and using equation (A-16)
for the resulting potential. Identifying in that equation

v z = (d + zo), and R = 2zo, the kinetic energy

o Vpulse’

of the ion becomes:

L 2 = - AV = -
5 MV, nev_ (1 v, ) nev (1 C) (11)
where:
[d + zo} [2d + R]
1n V- in |—s—
o= Voulse L 2, - Voulse 22, (12)
Vo 1ln (20/21) V° in (R/2z,)
Then the observed travel time 1s Just:
£2 = a2 _m q? (13)
Vt2 n 2evV_ (1 - C)

Since this 1is an experimentally observed parameter, sub-
stitution of equation (13) into equation (3) will allow the
mass-to-charge ratio to be calculated. The result is:

( o dz n (1 - C)

S8



52

whereas, 1f the pulse duration was made sufficiently long,
the ion would be fully accelerated and equation (3) would
predict the actual mass-to-charge ratio. That is, it would

predict:

(15)

IE

m —
@ =

These results indicate that if the pulse terminates before
the ion is fully accelerated, the mass-to-charge ratio pre-
dicted by equation (3) would be larger by a factor

(1 - C)"l than the ratio predicted by equation (3) if a
sufficiently long pulse was used. The percent difference

between these results 1s given by:

m 1 m
) =% - )

X 100 = X 100 . (16)

) l1-2C

$ diff =

13 |a

(

Assume that the pulse terminates after the ion has traveled
only one-half of the tip to ground electrode distance z,,
where z, = 0.00lm. For a 5048 tip radius (12kV tip), the

v
differences corresponding to _E%lii = 0.1, 0.2, and 0.5
o
are, respectively: 0.6%, 1.3%, and 3.4%. If the tip ra-
dius, R, is 322.23 (8kV tip), the corresponding percent

differences are essentially the same, since the correction

factor C 1s insensitive to such a change of tip radius.

These results have been verifiled, experimentally, by

evaporating a single isotope metal, rhodium, in vacuum,
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and comparing the m/n values calculated from equation (3),
when either a two or a twenty nanosecond evaporation pulse
was used. Worst case calculations using the results of
Appendix A, indicate that a two nanosecond pulse duration
(as used with the prototype instrument) is much shorter
than the ion's travel time in the acceleration region near
the tip, while a 12ns pulse 1s longer, for any ion and tip
radius of interest. Although the two nanosecond pulse is
too short to allow the evaporated ion to acquire the full
kinetic energy, given by equation (11), the consistency and
magnitude of identical species flight times indicate that
the actual evaporation event must take place within the
first nanosecond after applying the pulse. As a result of
these considerations, an 18ns pulse having a rise time of
0.33ns is currently being used. The rise time of the pulse
must obviously be small compared to its duration to insure
that the ion, upon evaporation, will encounter a potential
equal to the sum of the DC imaging voltage, and the maximum

amplitude of the evaporation pulse.

If the lon does acquire the full kinetic energy,

(ne)(Vdc + ), but travels for only part of its remain-

Vpulse
ing path in fleld free regions, and then encounters an at-

tractive potential, equation (3) must be modified. Such an
attractive potential exists in the immediate vicinity of

the multiplier detector due to the relatively large DC
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potential applied to the first dynode and shielding cap.
The resulting field accelerates the approaching ion, caus-
ing its travel time to be shorter than predicted by equa-
tion (2). The effect of this additional acceleration on
the travel time can be predicted, theoretically, if the
exact potential distribution in front of the multiplier is
known. Since the imposing geometry makes a first principle
solution difficult, a dimensionally exact model of the de-
tector and time-of-flight tube was constructed in an elec-
trolytic trough. The resulting potential distribution was
measured along the multiplier axis, and the results are
shown in Figure 15. The circles appearing in Figure 15 are
estimates of the experimental error associated with each
measured point. For convenilence, the multiplier cap is

drawn with the same scale chosen for the x-axis.

A fifth degree polynomial was fitted to the experi-
mental data by use of a digital computer program, and the
exact form of the polynomial was obtalned by computer plot-
ting for 200 values of the independent variable. Figure

15, whose axes and data polnts were computer plotted,

shows, as a solid line, this polynomial. Its exact form
is:
Vvéx) = 1.000000 - (1.817831 x 107%) «x
- (2.698437 x 107°)x° + (1.062603 x 107%) %3

- (1.083624 x 10—3)Xu + (3.734131 x 10_5))(5 . (17)
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Since it 1s expected that ions will travel to the multi-
plier on, or quite near the axls, only axial distances
measured from the multiplier cap need to be considered.

Let d be the cap-to~tip distance; d° the distance from the
cap to a point in space, along the axis, where the multi-
plier potential is effectively zero; and let x be the axial
position of the ion in front of the multiplier cap. With
V, defined as the total tip voltage,(VdC + Vv ), the

pulse
kinetic energy of the ion, at position x, is just:

Tav(x)? = q [V, + V(x)] (18)

where v(x) 1s its instantaneously velocity and V(x) the
potential at point x. But:

dx (19)

v(x) = - I

where the minus sign indicates that the distance of the ion
from the detector decreases with time. Combining equations
(18) and (19) and integrating gives, for the total travel

time from tip to detector:

dx (20)

' 2qvoj i
e

-]
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Squaring equation (20) and solving for m/n yields:

—  d — -2
dx
1/
m_ 2eVo 2 (1 1+ LX) 7 (21)
n d? d \Y
[+]
L. J © -

But 1 is an experimental parameter measured on the osclil-

loscope. Previously, the mass-to-charge ratio was calcu-

lated from equation (3) which gave:

(22)

combining equations (21) and (22) allows m/n, the correct

mass-to-charge ratio, to be expressed in terms of (m/n)o,

the previous ratio. That is:

m = ?—?—VO 2 - IE (23)
il R (), 8
where B, the mass correction factor, 1s given by:
— . S
dx (24)

- 1
B = 3

: %
B
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But the potential V(x) is, by definition, negligible (i.e.,
zero) from d° to d. This allows equation (24) to be re-
written:
d d -2
dx

|1
B = 3 +

i . (25)
14+ W)
o v

[oR]

o dO

Rearranging and evaluating the second integral in equation

(25) yields:

d -2
[]
B = 1+ 1 dx - Ei (26)
d v(x) Va)* d
1+ T

where Vd is the voltage applied to the multiplier cap. The
polynomial fit to the electrolytic trough data provides the
ratio V(x)/Vd, so that the correction factor B can be
evaluated and plotted for various values of Vd/Vo. The

integrations can be performed numerically; and the result,

a computer generated plot for 200 values of Vd/Vo, 1s shown

in Figure 16 (upper curve, labeled "no grid").

Although Figure 16 allows the prototype data to be cor-
rected, a more satisfactory solution for the new instrument
would be to,eliminéte the need for any correction factor.
The magnitude of B depends, ultimately, on the spatial
extent of the multiplier potential. If the region of non-

zero potentlial could be restricted to the immediate vicinity
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of the multiplier cap, rather than extending for 10 cm as
shown in Figure 15, B could be made as close to unity as
desired. By placing a grounded grid some distance d° in
front of the cap, this situation can be easily achieved.
Consider the cap to be a solid plate at potential Vd’ and
the grid a parallel grounded plate spaced d° from it. The
potential between the plates is of the form:

Va
V(x) = . (@ - x) (27)

o

where x 1s, again, the i1on's position measured from the
cap. Substitution of equation (27) into equation (26)
ylelds for the correction factor;

- rd —y

o

N

dx
\ d

B 4 (a )| %
+ - x
- Jo L Vodg  ° ] |

The integral is a standard form and the resulting value of

(28)

B, after integration and some rearrangement of terms, is

just:

~ a, v, Vy 1v.) e
B=l1l+2—— |1+ —| =2— — |1 + — (29)
a v v a v 2
d ° d o
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B, evaluated from equation (29) for two cases, d, = 3.0 cm,
and d = 1.0 cm, is also computer plotted in Figure 16,

The results indicate that a grid placed one centimeter from
the multiplier cap will give a correction factor B of less
than 1.005 for the worst case of V,/Vq4 = 1.0. This result,
although obtained for the idealized case of parallel plate
electrodes, is probably sufficiently accurate for practical
purposes. 1t 1ndicates that placing a wire grid 1.0 cm
from the cap reduces the increase in m/n to below 0.5% for
the worst case, and makes 1t completely negligible for
larger initial ion energies. Filgure 12B shows the grid in
place above the multiplier. All calculations for Figure 16
were made with d = .995 m, corresponding to the time-of-
flight tube used in the prototype instrument. For the
longer time-of-flight tube currently used, B would be cor-

respondingly smaller.

The previous analysis 1ndicates that the effect of
stray flelds on the ion's energy, and therefore on the
mass-to-charge ratio that is obtained cannot be ignored.
For this reason specilal care was taken 1n the design of the
new iInstrument to provide adequate electrical shielding.
But even with adequate shielding, equation (3) must still
be modified because the actual energy acquired by the ilon,

initially, is not simply (ne)(Vdc + VvV ).

pulse
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The selected ion is evaporated typically, by an 18 ns
positive high voltage pulse of 0.33 ns rise time. This
pulse is coupled to the tungsten wires leading to the spec-
imen through a DC blocking capacitor located outside of the
cold finger assembly (See Figure 4). After passing through
this capacitor the pulse must travel to the tip which
forms, for practical purposes, the unterminated end of a
cylindrically symmetric transmission line. The center
electrode of this line consists of the two tungsten leads
ending with the specimen, while the outer electrode is the
grounded copper shielding tube, and grounded copper housing
which surrounds the specimen itself. Such an unterminated
line is characterized by voltage reflections.26 Unfortu-
nately, the line cannot be terminated at the specimen to
eliminate these reflections because of the high DC imaging
voltage present at all times. As a result, if the initial
pulse is of sufficient duration, these reflections will add
to it producing, at the tip, an effective pulse whose am-
plitude is greater by some factor a than the initial pulse.
This "pulse factor", which in the course of this investi-
gation was first observed by plotting for a single isotope
metal m/n vs. Vpulse (the mass-to-charge ratio for a given
species should not depend on the pulse voltage used), is

constant for a given line geometry.
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A direct measurement of the pulse factor by observing
the pulse shape at the tip with a suitable oscilloscope
(such as the Tektronix type 519) is quite difficult to in-
terpret. The waveshape depends criticaliy upon the line
termination, and placing a probe in contact wiﬁh, or in the
vicinity of the tip radically changes the line's normal
boundary conditions. Nevertheless, the,measurement was
attempted and Figure l?A shows the waveshape at the
pulser's outpuﬁ‘(top trace), and at the tip (ldwer two
traces), resulting’from a probe placed in'contact with it.
The upper and-middle traces in this figure were recorded
at 10 ns/cm,‘andkthe‘lower trace at 100 ns/cm. Although a
small increase in’amplitude can be seen several nanoseconds
from the start of the pulse, it in no way accounts for the
magnitude of the pulse factor observed experimentally.
Pigure 17B 1s another measurement using a time domain re-
flectometer to record the amplitude variations along the
1ine.k This device connected in place of the pulser, gen~
erates,‘on an oscilloscope screen, a profile of the ampli-
tude variations along the llne to which it is attached° By

a

kng the point of the

Terres ondi g}to the location of the tip. Figure 17B

actually records two dlfferent measurements. The upper
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curves were recorded with the new instrument, while the
lower show the result of using an older design. Note the
improved amplitude uniformity with the new instrument. A
Tektronix type 549 oscilloscope with a 5 ns/cm sweep was
used. Unfortunately, the generated pulse 1is a step func-
tion, and does not approximate the actual 18 ns pulse pro-
duced by the Huggins generator. Nevertheless, a small am-
plitude increase 1s again noted several nanoseconds after
the main pulse arrives at the tip. The amplitude varia-
tions, including this i1ncrease, after the point corres-
ponding to the tip (the short) aré those resulting from

the reflected wave.

The presence of the pulse factor suggests a modiflca-

tion of equation (3) as follows:

2

( )o = K (VdC ta Vpulse) T (30)

S13

where o is the observed "pulse factor". Moreover, as men-
tioned previously, the travel time T 1s not directly re-
corded on the oscilloscope. What is recorded is the ob-

served time t, where:

£ = %8 '_ (31)
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and 8§ is the total electronic delay time. Equation (3) may

now be written in its final form:

2

(3) =K (Vgo +a ¥ ) (t £ 8) (32)

pulse

It is assumed, of course, that V and V

are accur-
de pulse

ately known. The pulse voltage is supplied by the Huggins
Laboratory pulse generator (model 961D) mentioned previ-
ously, having a maximum amplitude jitter of 4.0%. A Power
Designs model 1584 decade-switched high voltage 0-20 kV)
power supply provides an extremely well-regulated imaging
voltage accurately known to * 0.25% of the switch settings

(x 25 volts in 10 kV).

Fortunately, at least two independent methods have
been found to determine the correction factors o and §,
thereby calibrating the atom probe. Both methods rely upon
a prior knowledge of the evaporated species, but such
knowledge is possible since several single-isotope metals
exlist which can be field evaporated in the atom probe. One
of these, rhodium (m = 103), has been used extensively for

this purpose.

2. Calibration:

Suppose that a rhodium tip has been suitably prepared,
aligned, and placed in the atom probe for a calibration
experiment. After establishing a satisfactory FIM pattern

with helium, the 1imaging gas 1s pumped away. When a
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typical background vacuum of ~v 3.0 X lO—8 Torr is reached,
pulse evaporation is started. If a single, sufficiently
large pulse is used, many atom layers will field evaporate
causing several ions to pass through the probe hole. Pro-
vided the total voltage is kept constant, continued pulsing
1s observed always to produce two mass spikes on the oscil-
loscope at the same points in time. Since the single iso-
tope metal itself is fileld evaporating in high wvacuum, the
reproducible pulses observed could only represent rhodium
ions of different charge. Applying equation (32)to each of
the two observed pulses on a single sweep, and dividing,

one obtains (using the binomial theorem):

m
= to2 268 28 to2 101
2 = 1t — 1 — | = 128 |---—
() t 2 t £ t 2 t ¢
H 1 1 2 1 2 1
1 S
(33)
Or:
£ ]° (rﬁn) 28At
1 -
e 2 = 1 4+ (3“)
t, (ran) t,t,

To a first approximation, the second term in equation (34)

is negligible since t1 and t2 are both large, At is small,
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and 6 must be less than t,. Substitution of the measured
values of t, and t, in the resulting equation, and solving

for the ratio of the mass-to-charge ratios, gives:

@, 7 @ =15 (35)

Since both pulses correspond to the same mass, equa-
tion (35) indicates that triply and doubly charged ions are
present. Figure 144 1is a typical photograph obtained
during such a calibration experiment. Each sweep corre-
sponds to a single evaporation pulse sufficiently large to
cause many atom layers of rhodium to field evaporate, and
resulting in the impact of several ions with the detector.
A time calibration sweep, in this case 10 Mhz * 60 Hz, is
displayed in addiéion to the normal sweeps. The first mass
spike in the sweep directly after the time trace corre-

sponds to helium (m/n = 4.0) desorbed from the surface.

Since the two species have been identified as doubly
and triply charged rhodium, equation (32) may be used to
find the pulse factor, a. Applying equation (32) to each
specles on a given single sweep and solving the two result-

ing equations for a gives:

m, % m
(H>2 - (H>

2
1

i
1

Vdc (36)

2
K Vpulse At Vpulse
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where, At = t, - t,, is the measured time difference be-

tween the two rhodium spikes; V and V are accurately

de
known, and (m/n), = 103/2 while (m/n), = 103/3. Combining

pulse

equations (13) and (16), and solving for the time delay

gives:

-1
§=t, - At | 1 - [(g)l / (’r_‘:)zj15 (37)

This method27 then, allows both a and § to be calcu-
lated and the atom probe to be calibrated if at least two
differently charged ions of the same known mass appear on a
single trace. If several known masses appear, the method
can be applied to each measureable time difference, and an
average of o and § computed. Finélly, if unknown masses
appear on the same trace, they can be determined with a
great degree of accuracy since both the pulse factor a, and
the time correction factor 6, are known. In practice, an
average value of o and §for the atom probe have been deter-
mined from thirty or forty mass pairs (Rh®* - Rh?*) using

this method.

Other calibration masses may also be used. Be admit-
ting hydrogen to the microscope and momentarily reducing
the DC to encourage adsorption on the specimen, both H*
and Rh?* can be observed on a single trace. The danger is

that what one assumes i1s a Rh2* ion may actually be a
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RhH?* or RhH,?* molecular ion, while the ion assumed to be

H*, may actually be a fragment ion caused by field induced
dissociation of Hz+ or H3+ at some distance from the tip
surface. Even evaporation in vacuum, directly after imag-
ing, often leads to difficulty since helium-rhodium mole-
cular ions,28 which again must not be confused with the
pure metal ion alone, are frequently observed. Only after
sufficient pulsing in vacuum can one be reasonably sure
that the surface is "clean", and only pure metal ions are
being detected. Surface migration of adsorbed atoms from
the shank, however, must not be ignored although the cover-

age due to such a process must be small at the usual tip

temperature of 21°K.

The accuracy of the determination of the pulse factor
and time correction factor rests, primarily, with the ac-
curacy to which the travel times can be measured. In order
to improve the measurement accuracy, each photograph is
magnified by a factor of ten using an aerial Ektar lens of
negligible distortion. Even so, accuracy is limited to
10-20 nsec at best (probably closer to 20 nsec), primarily
by the pulse shape, trace width, and exact position of the
zero marker. As a result, typical values of & and § are

found to be:

a = 2.00 £ 0,05

and 8

0.06 = 0.02 usec
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It 1s assumed, of course, that the species used for cali-
bration were correctly identified, a situation which, as

was indicated, 1s often difficult to achieve in practice.

A second method of callbration provides an independent
determination of a and §. It also requires a prior know-
ledge of the evaporated specles but unlike the previous
method 1t requires only one known mass splke for calibra-
tion. This 1s often desirable since the double spikes in
the previous rhodium experiment can only be obtained con-
sistently, on each trace, by a very rapid evaporation of
the tip. The required rate is often as large as 10 surface
layers per nanosecond or 2 1/2 meters of metal per second!
Besides the danger of premature tip destruction which such
rates can encourage, the physical conditions at the surface
must be much different than during gentle evaporation in
which the doubly charged ilon, predicted by field evapor-
ation theory, almost exclusively appears. A simple calcu-
lation using evaporation rates of 10 layers/nanosecond in-
dicates that current densities equivalent to those found in
the space change region for electrons are approached. The
density of ions could, therefore, appreciably alter the
local potential distribution near the surface, perhaps
"screening" a percentage of the ions from the true poten-
tial of the tip. Fortunately, such an effect, which should

cause differences in the travel times obtalned during
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gentle and rapid evaporation, has not been observed. The
effect might be masked, of course, by the current uncer-
tainty in time measurement which is of the same order as

the expected time differences.

The second callbration technique requires an experi-
ment similar to the one previously described. Assume,
again, that a single isotope metal, perhaps rhodium, is
pulse evaporated in high vacuum after having first estab-
lished a satisfactory pattern in an imaging gas. After re-
moving the gas, the pulse voltage is set at some convenient
value, and the DC voltage increased until ions are detected
during each pulse. Pulsing is continued, and the DC vol-
tage gradually raised until the surface is '"cleaned" and
only consistent masses, one per trace, are observed,.

Figure 14B is a typical photograph obtained during such
an experiment. Note the expanded time sweep used (0.2usec/

division).

Field evaporation theory, or comparison with a species
observed under similar conditions previously, indicate that
Rh2" (m/n = 51.5) is being detected. This is the value of
m/n which equation (32) would predict if o and & were
known. One is interested, then, in minimizing the differ-
ence between 51.5 and the value of m/n predicted by

equation (32) for each Rh?** pulse detected.
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In minimizing this difference for n recorded mass spikes,
the square of the difference must also be minimized. That

is, the quantity:

- 2
z .
n l—Sl.S - K (Vdc + avpulse) (t * 6)2} (39)

is to be minimized with respect to the unknown quantities o

and 6. Therefore, one requires that:

2
I - ) -
55 [51.5 K (Vdc + avpulse) (t = 6)] 0 (40)
and:
2
9 I 2 -
55 n [51.5 - K (Vdc + “Vpulse) (t ¢ 6)] 0 (41)
where V \ » and t may vary for each trace, but are

dc? "pulse
known. Performing the indicated differentiations gives:

z 2 2 _

n {51.5 - K (Vdc + “Vpulse) (t % G)jl Vpulse (t £ 8)* =0
(42)

and

(Vdc + avpulse) (t % 6{] = 0 (43)
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These two equations, contalning n terms each, can be solved
simultaneously for a and 6. Thelr complexity demands a
numerical solution which, fortunately, is easy to obtain
provided some form of electronic calculator 1s availlable.

A convenient method for solving such simultaneous equa-
tions, called the Newton-Raphson method, is well knowna9
and requires, in this case, the solution of 2 X 2 determi-
nants. The necessary steps are outlined, for convenlence,
in Appendix B. One finds that the values obtained for a
and § do not depend upon the values chosen to initiate the
solution provided, of course, that physically reasonable
numbers are used. Practically, thls means that o can be
set equal to 1.0 and &8 set equal to 0.0, and the method
wlll rapidly converge to final wvalues which are found to be
within the uncertainty of the previous values within the

range. That is, it 1s found once agaln that:

i+

0.05

Q
i

2.00

and: é

0.06 * 0.20 useconds

As stated, previously, the value of o obtained by either
calibration method depends upon the exact geometry of the
tip end of the pulse transmission line; For example, in-
creasing the small one millimeter aperture in the éopper
housing to eight millimeters decreases the pulse factor

to 1.40. Experimentally, it was found that the pulse
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factor does not depend upon the tilp material used for cal-
ibration, nor upon the type or level of cryogenic coolant
used in the cold finger. It was thought originally that
the discontinuity in dielectric constant across the surface
of the llquid in the cold finger might lead to major re-
flections on the line. This would result, 1t seemed, in
variable travel times for the reflected pulses along the
line as the level of the coolant changed. As a result, the
point in time of maximum pulse amplitude at the tip (and
hence the total ion energy) would be a function of the
level of liquid in the cold finger. Fortunately, the ex-

periments performed have not shown such an effect.

3. Resolution and Accuracy:

The degree to which adjacent mass spikes may be just
resolved depends, ultimately, upon the method of time meas-
urement employed. As indicated previously, using an ex-
panded time sweep allows adjacent masses dilffering by less
than one mass unit to be easily distinguished. The reso-
lution of the instrument ié, therefore, much better than

one amu for any mass of interest.

The accuracy of the mass determination, however, de-
pends upon the magnitude of the uncertainties in the exper-
imental parameters of time, voltage, and distance. The

time measurement error, as well as the error in the time
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delay 8§, 1s probably at worst x* 20 nanoseconds. For
Vdc = 8.0 kV, the error in Vdc’ as mentioned previously, is

about * 20 volts. The error in V is more difficult to
pulse

determine since amplitude measurements of 18 nsec pulses

with 0.33 nsec rise times are currently, state-of-the-art.

Within the 3.0% accuracy of the calibrated vertical ampli-

fier of a Tektronix type 519 oscilloscope, the pulse ampli-

tude corresponded to that read on the pulser. But this

measurement was made with 60 pulses per second, and the

pulser specifications do 1ndicate a maximum amplitude

"jitter" of % 4.0% from pulse to pulse. These considera-

tions 1ndicate a total maximum error in V of about
pulse

7.0%, or * 70 volts for Vpulse = 1.0 kV. In practice, the

actual error is probably less than this, perhaps closer to

5.0% or £ 50 volts for V = 1,0 kV.
pulse

The error in the distance measurement is, at worst,

+ 2.0 mm for d = 2000 mm, or 0.15%.

The total maximum error in the mass determination is
found from direct differentiation of equation (32). Divid-
ing the result by equation (32) itself gives the total

fractional error in m/n. The result is:

~
—~~
>
<

L ge t OV ge t Aavpulse) , 2 (At + AS) \ 2 Ad
Vae * Voulse t + 8 d

>

IENEIE

(44)
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where the last term results by assuming that the error in
the constant, K, is due entirely to the distance measure-

ment. Substitution in equation (44) of V ¢ = 8.0 kV,

d

= = + =
Vpulse 1.0 kV, a 2.00 £ .05, and § 0.06 * .02 usec.,

with the errors in voltage and time as gilven previously,

results in a maximum fractional error of:

° = 0.012 + —2:08
() (t + .06)
n

,002 (45)

This corresponds to an error in mass determination of
+ 0.5 amu at (%)° = 20, and * 1.9 amu at (%)° = 100 using
for t, in equation (45), a value calculated from equation

(32).

Fortunately, the accuracy can be greatly improved if
multiple masses appear on a single sweep, provided at least
one mass 1s known, a priori. In such instances equation
(36) can be used to predict the other masses in terms of
the measured time differences which are independent of the
time delay &, the position of the zero-time marker, and the
corresponding errors in these quantities. A further in-
crease in accuracy 1s obtained by expanding in time the
portion of the sweep which contains the mass spilkes of in-
terest. Resulting mass determination uncertainty may ap-

proach = 0.4 amu at (m/n), = 50.
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Of course, as indicated earlier, if two masses are
known, a prioril, an unknown mass on the same sweep can be
determined to perhaps * 0.2 amu since a calibration using
the two known masses wlll accurately determine both the
pulse factor and the time delay. Then, using the results
for o and §, as well as the time difference between a
known, and an unknown mass 1n equation (36), the unknown

mass-to-charge ratio can be accurately determined.



79

VI AIMING THE ATOM PROBE

The two most difficult problems associated with atom
probe analysis are single particle detection and alming,
where aiming simply refers to the ability to detect, unam-
biguously, a preselected surface species. As was 1ndicated
previously, the rate of field evaporation of the emitter
can be carefully controlled so that only one atom layer, or
Just a fraction thereof, will evaporate per pulse. As a
result, if the probe hold diameter is approximately the
same as that of the image of an atom positioned over 1%,
and a single mass is observed after pulsing, a single par-
ticle must have been detected. The question 1s whether
the detected ion corresponds to the surface species whose

image was placed over the probe hole.

There is no reason to assume, a priori; that the field
evaporated lon will follow the same trajectory as the less
massive gas ions which imaged it. 1In fact, since the de-
sired species originates at the surface where the tangen-
tial potential gradient is a maximum, it 1is likely that it
will follow a somewhat different trajectory. As a result,
although an image spot is placed over the probe hole, the
evaporated ion itself may‘strike the screen at some other
point and never hit the detector. What may be recorded is
the impact of a surface species which was imaged near, but

not on, the probe hole.
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The magnitude of such an effect is difficult to pre-
dict theoretically, because of the problem of formulating a
realistic expression for the motion of a particle originat-
ing at the surface. Even if the differential equations
governing the motion could be obtained, theilr solution
would critically depend upon the initial boundary condi-

tions at the surface--boundary conditions which are unknown.

Conventional trajectory problems which are difficult
to handle theoretically, can often be solved by using a
rubber sheeﬁ analog to approximate the actual potential
distribution which governs the particle's motion. But even
if the usual experimental difficulties3o assoclated with
such an approach are minimized, the method cannot be ap-
plied with confidence to the atom probe problem since the
analog 1s based on a classical description of the partl-
cle's motion. Obviously, near the surface where the par-
ticle is most strongly influenced, a quantum mechanical
description of the motion is demanded. In addition, the
trajectories obtained with the rubber analog depend crit-
ically upon the chosen initial velocity vector of the par-
ticle which, as was mentioned, 1s unknown. Fortunately,
experiments can be performed to indicate the magnitude and
degree of anisotropy of the effect. Since the motlon of

the evaporated ion must be strongly governed by the local
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field at the surface, 1t is expected that the effect will
vary with position on the surface. For example, the tra-
jectory of ions originating at the edge of net planes
(where the normal as well as the tangential potential gra-
dient is large) would be more strongly perturbed than if
the ions originated from a smooth crystallographic area of

slowly varylng potential.

The most desirable method of investigating the effect
would be to record the relative positions of the fileld
evaporated lons on the screen, and compare them to the cor-
responding image positions observed in the presence of a
gas. Unfortunately, photographic techniques do not provide
the necessary sensitivity and other methods, such as the
use of a network of closely spaced minature detectors on

the screen, would be difficult to employ.

The aiming problem has been investigated in the cur-
rent instrument by usilng a tungsten specimen, and placing
the probe hole on the 110 plane, where only the atoms at
the edge of the plane are imaged. If an image spot 1s
placed over the probe hole, and a few atoms of the net
plane edge are evaporated, no metal lon 1s ever detected.
However, 1f the probe hole 1s placed approximately one
image spot diameter from the selected image spot toward the
center of the plane, a metal ion 1s recorded during essen-

31

tlally every pulse. By performing the experiment many
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times, and at various locations about the center of_the
plane, the same observation is always made: a tungsten
ion will be detected only 1f the probe hole is displaced
toward the center of the plane. This implies that at the
surface, the evaporated ion from the edge of the 110 plane
always acquires a tangential velocity component toward the
center of the plane, and that the magnitude of this compo-
nent is the same for any such ion evaporated. If the same
experiment is performed on the imaged center of the lll
plane, a metal ion 1s detected with each pulse, indicating
that the tangential velocity component acquired by an lon

near the center of a plane is negligibly small.

Although these results do indicate that an effect is
present, they are not sufficiently accurate to make defi-
nite predictions about its magnitude and direction. In
each case there is no absolute assurance that the lon de-
tected did not originate far from the probe hole since 1t
is impossible to distinguish between the atoms comprising
the emitter. A better experiment would entail the deposi-
tion, by evaporation, of a few widely spaced "foreign"

atoms on the emitter surface.31

These atoms, chosen so as
to have a mass greatly different from that of the substrate
atoms, would be visible in the image, and could ‘be evapor-
ated after positioning their image over, or near, the probe

hole. In this way the ambiguity in aiming, inherent in the
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evaporation of the indistinguishable atoms of the emitter
itself, would be minimized. Of course, such an experiment
relies upon the assumption that the adsorbed species would
encounter the same forces as the substrate atoms normally
evaporated, and therefore follow the same trajectory. The
validity of this assumption is open to question, however,
because of the different, and usually weaker, bonding be-
tween adsorbed species and substrate. Because of time limi-

tation, this aiming experiment has not yet been done.

Another problem associated with proper aiming of a
selected speciles arises from the presence of stray electro-
static fields within the microscope body, particularly
those which can change during pulse evaporation. During
image positioning one essentially compensates for the ef-
fect of any steady state electrostatic field, since the
trajectories of charged particles in such fields are inde-
pendent of their mass-to-charge ratio. For this reason,
the focusing action of the aperture in the cold finger
housing can be neglected since both paraxial metal ions,
and gas lons will follow the same path. Of course, the
focusing action of such a: lens depends, at least to first
order, on the ions' energy. But the pulse voltage is us-
ually a small fraction of the steady state DC imaging vol-
tage so that the evaporated surface species will have, for
practical purposes, the same energy as the imaging gas

ions.
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The thorough shielding of the tip assembly in the
present instrument, aé well as the 18 nsec pulse duration
used, insures that the evaporated ion is in field free
space when the evaporation pulse terminates. As a result,
any significant change in the ion's trajectory, which might
be caused by the rapid decrease in voltage during the fall
time of the pulse, is minimized. Other atom probe instru-
ments, in particular one recently used by Brenner and

McKinney,32

neglect to consider the electrode geometry in
the microscope body. As a result, Miiller33 has been able
to demonstrate, experimentally, that Brenner and McKinney
could not detect preselected species as originally claimed.

A mock-up of their apparatus clearly indicated an image

shift by as much as ten atomic diameters during pulsing.

Although difficulty with aiming 1s recognized, its
importance, at least for this work, must not be over empha-
sized since many problems of interest do not require iden-
tification of a specifically selected surface atom. As an
example, the continual appearance of only pure metal ions
when the probe hole was placed in the area of the zone line
decorations of tungsten and iridium, clearly indicated that
these decorations were displaced metal atoms, and not ox-
ides, nitrides, or other impurities as might have been

imagined.
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VII. EXPERIMENTAL RESULTS

Pulsed field evaporation in the atom probe may be con-

8

ducted in high vacuum (10 ~ Torr) or in the presence of an
imaging gas. Both methods of operation have their parti-
cular advantages. Evaporation in vacuum assures that the
partial pressure of ambient, residual gas contaminants is
kept at an absolute minimum, but precludes the possibility
of observing the surface. If an imaging gas 1s present,
evaporation of the specimen may be observed continuously
but, because of the dynamic gas supply system, the back-
ground vacuum suffers. A titanium sublimation trap, con-

nected to the microscope body, helps to rectify the situ-

ation, but only if it is periodically reactivated.

1. Field Evaporation in Imaging QGas

Evaporation in imaging gas 1s interesting from a phys-
ical point of view because the evaporation field for most
metals appears to be lower than if evaporation were con-

34

ducted in vacuuﬁ. Both Young, and later, Ehrlich and
Hudda,35 attributed this effect to the impact of electrons
with the surface.v In view of the low energy of these elec-
trons, assumed to bé produced by the ionization of the im-

36

aging gas, and the small cross section for desorption by
electron bombardment, Nishikawa and Ml'.iller'37 later proposed
that the impact of neutral gas atoms with the surface might

be responsible. Recent data obtained with the atom probe
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suggests still another mechanism: weakening of the metal-
metal surface bonds by adsorbed gas atoms, and the subse-
quent formation of metal-gas molecular ions.

Previously, 1t was assumed that an 1imaged emitter

38 since the electric fileld,

surface was perfectly clean
which could easily ionize helium in space, would certainly
ionize all other contaminants before they reached the sur-
face. Atom probe studles have indicated, however, that
this 1s usually not the case.39 Both hydrogen, and the
noble imaging gases have been consistently detected on the
surface, and under certain conditions appear to be so a-
bundant that they must provlide coverage equivalent to a
significant fraction of a monolayer. When the 1imaglng gas
is removed, and pulsing continued in vacuum, these species
are still detected for a considerable length of time, in-
dicating that high amblent gas pressures are not necessary
for reasonable coverage. Recent work by McKinney and
Brenner40 confirm this result, since thelr 1lnvestigations
show that noble gas ions are detected at partial pressures
as low as 5.0 X 10"9 Torr, almost an order of magnitude
smaller than the background -pressure in the atom probe

37

being described. Although Nishikawa and Miiller postu-~

lated the exlistence of adsorbed imaging gas, and Barofsky12

indicated 1ts presence, little emphasis was placed upon 1t

39 et

until the recent paper by Miller, . al. It is now



87

clear that the polarization binding energies of helium and
neon at the imaging fields usually encountered on the sur-
face of an emitter, ~ 4.5 V/K, are an order of magnitude
larger than those due to a pure van der Waals interaction.
As a result, the adsorption of the imaging gas must be due,
primarily, to the electric field. 1In addition, atom probe
studies have indicated that the imaging gas could only be
adsorbed within a certain field range, which depended upon
the gas and the emitter temperature. The data allowed the
limiting field strengths to be estimated, thereby giving
numerical bounds to the interval in which field adsorption

could occur,

A great deal of significance must not be attributed to
any individual mass spike recorded during operation in im-
aging gas since the spike may actually be due to a second-
ary process, and therefore not represent the true mass of
the detected particle. These secondary processes, which
will be discussed later, include charge exchange, fileld
dissociation of molecules evaporated from the surface, and
the imaging process itself whieh produces an ion current at
the .detector. As a result; in:rorder to obtain meaningful
information in the presence of an imaging gas, a large
number of spikes must be analyzed and only those masses

consldered which are statistically abundant. If the
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calculated mass-to-charge ratios are plotted in the form of
an abundance vs. m/n histogram, the meaningful events are

easily recognized.

Rhodium (m = 103) was chosen for the initial experi-
ments since 1t has no isotopes, thereby eliminating much
ambiguity 1in mass ldentification. The probe hole was con-
fined, primarily, to a small region on the 011l plane al-
though other sites were also investigated. Gentle evapor-
ation at 78°K or 21°K produced, almost exclusively, the
doubly charged ion predicted by fleld evaporation theory,
while rapid evaporation produced triply charged ions as
well. The unexpected occurrence of Rh3* appears to be due
to a physical effect of the increased evaporation rate, and
correspondingly higher evaporation field, and not to the
fact that an increased rate produces more ions per unit
time so that, statistically, a less abundant species should
be observed more frequently. Unfortunately, the relative
abundance of the two species cannot be determined by merely
counting the total number of mass splkes produced by each,
since several identical ions detected during a single pulse
would appear, in time, as a single spike of large ampli-
tude. Obviously then, a pulse height analyslis would have
to be performed as well as a simple count, but the statis-
tical nature of the secondary electron emission process in
the multiplier itself makes the result difficult to inter-

pret.
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The independence of the charge of the observed species
with temperature is in gqualitative agreement with recent
calculations by Tsong,ul based upon experiments by Vanselow
and Schmidt42 and Barofsky and Miiller'.43 Although the
evaporation rates used in these experiments were much less
than those generally employed in atom probe analysis, one
must be certain that it 1s not the possible charge depend-
ence on rate, just mentioned, which is actually being ob-
served. Such assurance can only be obtained if the evapor-

ation rate is held constant as the temperature is changed,

a condition not previously emphasized.

Figure 18 1s a computer plotted histogram (with 0.1
amu resolution) of the data obtained by analyzing 2089 mass
spikes, obtained during several rhodium experiments. Equa-
tion (32) with a = 1.0 and 8§ = 0.0 (equivalent to equation
(3)) was used to calculate the mass-to-charge ratios. The
data was replcotted in Figure 19‘again using equation (32),
but with a = 2.0 and § = 0.02. A comparison between the
figures clearly shows the importance of the pulse factor
and time delay in accurate mass determination. Because
several different experiments were incorporated in Figure
19, and pulse amplitudes were ignored, no attempt should be
made to extract absolute abundances. Even relative abun-
dances should not be emphasized since many spikes were ob-

tained during vacuum experiments in which the number of
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image gas ions would be significantly reduced. Neverthe-

less, several striking features characterize this figure.

The appearance of the peaks at m/n = 1.0, 4.0, 20.0,
and 22.0 clearly indicate, as was mentioned previously,
that gas atoms are present, and abundant, on the surface.

A careful examination of all multiple spikes detected dur-
ing a single evaporatlon pulse, as well as the width of the
rhodium peaks, indicates that rhodium-hydrogen ions (ap-
pearing at m/n = 34.7 and m/n = 52.0) are also extremely
abundant. Recent experiments using an EAI "Quad" residual
gas analyzer indicate that there is a significant amount cf
hydrogen in the microscope, produced by dissociation of
water vapor on the ionization gauge, or tiltanium subli-
mation trap, filament. Since the current atom probe cannot
be completely baked, water vapor will always be present,
dynamically, even with liquid hydrogen cooling, and the
resultant hydrogen will always be a contaminant, reacting

with the emitter to produce hydrides.

A small peak at m/n = 53.5 1ndicates the presence of
the rhodium-helium ion, He—Rh2+, whose existance was first
reported by Mﬁller.uu Although many experiments were per-

formed with neon as an imaging gas, nheon molecular ions

were never deflinitely observed.
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Since the reduction of the evaporation field occurs
with neon as well as helium, compound ion formation at the
surface must not be the primary mechanism. Rather, field
adsorption of imaging gas seems to be primarily responsi-
ble. However, no definite conclusion can be reached since,
to date, all experiments have been performed in the pres-
ence of some residual hydrogen, and the ability of hydrogen
to lower the evaporation field is well known. This effect,
incidentally, can now be explained by the formation of met-
al hydrides (previously predicted by Mﬁllerl8) with the

subsequent reduction of local bond strengths.

A large number of "background" events can be observed
in Figure 19, uniformly distributed over the entire mass
range. The average "height" of these peaks corresponds to
3 or 4 events, and a systematic study of the data shows
that they appear only during the experiments performed in
imaging gas. Because of their seemingly random distribu-
tion, they must not be confused with surface species of
interest. Actually, they represent imaging gas ions strik-
ing the detector at random times during a single oscillo-

scope sweep.

Previously, it was thought that they were the result
of some form of charge exchange process occurring near the

tip.
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To investigate this possibility, assume that a surface
species, M, field evaporates with charge n, and at some
distance from the surface where the potential is V, singly
ionizes an excited gas atom, A. The charge exchange re-

action described is of the form:

o G(n=1)% g+ (46)

If the surface specles has mass M, and the gas atom, mass
m, the final kinetic energy attained by each species will

be:

Mv_2 ne (V-Vo) + (n-1) e (V-0) (47)

-

and:

L}

1
5 mv e (V=0) (48)

where Vi and v, are the final velocities of the surface,

and gas 1lon, respectively. V_  is the potential at the
emitter, and V the potential in space where the reaction
occurred. Since ions will strike the detector only if

they travel quite close to the instrument axis, only rec-

tilinear motion has been considered.

The travel times for metal and gas 1on can be calcu-

lated directly from equation (2). Identifying
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, .
g ] = O
(Vdc + avpulse) as V_, and setting § allows the m/n
ratio for metal and gas ion to be calculated from equation
(32). Calling this ratio (M/n)calculated, one obtains, for

the metal and gas ion, respectively,
. (49)
(M/n) calculated = M/n [} - 1/n (V/V i] (metal ion)
[+

-1
(M/n) calculated = m/n [?/V;] (gas ion) (50)

What will be observed on a single time sweep is, then, two
mass spikes whose calculated ratios as given above depend,
for a given specles, upon the potential ratio V/Vo. When
V = V, or charge exchange occurs at the enitter, the re-
sulting lons are accelerated by the full potential differ-
ence. If the process occurs where V = 0, only the metal
ion has been accelerated by the fﬁll potential difference.
The ionized gas atom, undergoing no acceleration, takes an
infinite time to reach the detector, which corresponds to
a calculated m/n of infinity. In practice, the two calcu-
lated ratios can be plotted against each other for various
valves of V/V° between O and 1.0. The results, computer
plotted in Figures 20 and 21 allow one to determine if
charge exchange 1is occurring,“by“Simply comparing any pailr
of mass ratios read from the figures with any palr corres-

ponding to mass spikes observed on a single time sweep.



96

O
LA AL A (N S B B BN B N B BN S B B
- -~ -
....... =
a— L o
B ("))
Hl
= n
i ‘< < ]
++ | v
o o
— o )
L
e ac —
1 ——
= B
il s el ol S e G ..--m---7---;-w---—.---~.---—.---~.m
o (®) ®)
n‘w o~ o < o

(NWV) NIW

MIN (AMU)

Charge-~Exchange Pairs

Figure 20.



Ty T T T T T T T
P E -
120+ E —
. -
<80 —
z | _
= : —
40 —
— : .
- § A:He é —
0 A N N T N B i
30 3‘.3 42 51'5 54

MIN (AMU)

Figure 21.

Charge<Exchange Pairs

97



98

Although the figures give the results for four possi-
ble reactions, only perhaps ten sweeps out of many hundred
analyzed indicate the presence of charge exchange pairs.
To determine if one specles was appreciably devliating from
the axis, and therefore being blocked by the screen, a
larger probe hole was used and the experiment repeated.
The occurrence of possible charge exchange pairs remained
a rare event; indicating that charge exchange is-not a

significant process.

Figure 22 presents the results of investigating the
evaporation of tungsten 1n helium gas. Because df its
closely spaced isotopes, gquantltative discussion of the
masses observed is difficult. A trend’is,kh0wéver, quite
clear. The distribution curve is definitely "Skewed”
toward the larger m/n ratios, and the actual peak heights
indicate that helium-tungsten molecular idhs’mayfbe respon-
sible. The relative abundance of the tungsten iéotopes are
indicated by the length of the solid black lines appearing
above the distribution. These lines indicate where pure
tungsten, as well as tungsten-helium ions would oeccur on
the mass scale. It 1s interesting to note that tungsten
field evaporates, primarily, as a triply charged ion, and
on occasion quadruply charged.. This observation is not
predicted by field evaporation theory, yet is not unex-

b5

pected either, because of the current uncertainty in the
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value of the higher ionization potentials of tungsten.
Actually, using the fact that tungsten does not evaporate,
usually, as w3+, one can predict its formerly uncertaln

higher ionization potentials.

2. Field Evaporation in Vacuum

Of the two possible methods of operation, field evap-
oration in vacuum is certainly the most difficult. Since
the surface cannot be seen, the evaporation rate can only
be inferred from either the charge of the species being
detected, or the amplitude of the resulting mass spikes.
And, since the evaporation field is higher in vacuum, one
must gradually ralse the tip voltage at some arbitrary rate

and pulse continually until specles are observed.

Several metals have been evaporated in vacuum to see
if the speciles observed were different than those detected
when imaging gas was present. For the metals examined, Ta,
Ir, Rh, W, Mo, Be, and Fe, each evaporated, primarily, as
a doubly charged ion, with the exception of tungsten which
evaporated as triply charged ion. The same results were
recorded in the presence of an imaging gas. Oxides, hy-
drides, and nitrides have been detected on occasion, with
all of these metals, although iron experiments in partic-
ular, show the greatest number of these compound ions.
Singly charged iron and beryllium have occasionally been

detected, as well as triply charged lons of all metals
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except, perhaps, beryllium for which the data is incon-
clusive. W"*' has been recorded on occasion, the most high-

ly ionized species detected thus far.

Investigations of Re-Mo and Rh (60%) - Pt (40%) alloys
have indicated that the individual metals evaporate with
the same charge as if the pure metal was fleld evaporated
itself. Thus, the alloy experiments show primarily Re??t,

Mo2*, Rh2*, and Pt2* ions.

A rather surprising result obtained during several
rhodium and iron experiments in vacuum, was the occurrence
of fractional mass-to-charge ratios between one and two,
and much less abundantly, between two and three. On occa~-
sion, these occurred on the same time sweep as two known
species so that the unknown ratios could be determined very
accurately. Both H2+ and H3+ have also been observed, sug-

gesting that the unknown species might be dissocilation

fragments of these more common ions.

The extremely high electric field near the emitter is
+ +
easily capable of dissociating H, and H; 1lons, a fact

noted by Clements and Mﬁller,8 1l

9

Barofsky, and Ingram and

Gomer.6 In fact, Beckey,” and other workers interested in
field ionization mass spectroscopy have devoted consider-
able effort to the study of fragmentation spectra resulting
from such dissociations, and have carried out calcula=-

t:LonsL'l6 similiar to the one which will be presented shortly.
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All of these investigators, however, considered only the

spatial dissociation of ions which did not originate at the
tip surface. The atom probe results indicate that surface
species, after evaporating as positive lons, may also dis-

soclate, a process previously undetected.

The fact that the fractional mass ratios peak about

m/n 1.2, suggests that the dissociation event occurs,
preferentially, at a certaln distance from the emitter
where the potential has a specific, well-defined value.
The 1lon species after dissociation would then always be
accelerated by a definite potential difference, and there-
fore appear at well-defined positions in time during each
oscilloscope sweep. It 1s important to emphasize that
well-defined flight times do not, necessarily, imply that
the detected species were formed at the surface, although
this is usually the case. Actually, all that is required
is that the event was initiated by the evaporation pulse,

and that the resulting ion was accelerated by a definite

potential difference.

Conslider a singly charged surface molecule of mass M
field evaporated, and dissoclated in space to form a neu-
tral fragment, and a singly charged fragment of mass m. If
the potential at the tip 1s V_, and the potential 1n space
where dissociation occurs, V, the final kinetic energy of

the charged fragment will be:
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% mv? = ’:% (v, - V) + V]e (51)

As can be seen, equation (51) predicts the correct kinetic

energy of the fragment for the limiting cases of V = V°

(dissociation at the tip surface), and V = 0 (dissociation
in field free space). Once again, a classical, one dimen-
sional model has been chosen whose validity will be judged,

eventually, by the type of solution it generates.

Solving equation (51) for the fragment's velocity, and
substituting into equation (2) for its time of travel

gives:

32 m (52)
2e V, En/IVI + (V/V,) (1 - m/M)]

Because of the two meter flight path currently used, this
travel time 1s long compared to the time delay &, which may

safely be neglected. If (Vdc + aV ) is identified as

pulse
V,> the total voltage at the tip, equation (32) may be used

to calculate the observed m/n ratios. Substitutiocn of t?2

from equation (52), into equation (32) with § = 0 gives:

p—
p—

2
(%) calculated = KV t2 = 22 v d

0 iz % 2e v I:
(<]

e{=

M
Vv M
3,0 -]
-

(53)
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or:
(%) calculated = m (54)
m )4 m
ﬁ+\_f:(l"1'v1')]
m
Where (H) calculated is the m/n ratio calculated from equa-
tion (32).

Consider the specific dissociation:

H," —— H, +H," (55)

for which, equation (54) gives:

2 (56)
s v

(m/n) calculated =

When V = Vo, dissoclation occurs at the emitter and the
calculated ratio equals that of the fragment ion, since it
falls through the full potential difference. When V = 0,
dissociation occurs in field free space, and the calculated
ratio is that of the pafent lon which has falleri through

the full potential difference.

Figure 23 is a plot of equation (54) for three specif-
reactions. As can be seen, a calculated mass ratio of 1.2
corresponds to V/V, = 0.667 for the most probable reaction,

considered above.
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By using the results of appendix A, one can calculate
at what distance, 2, from the surface, the dissociation
takeskplace, in terms of the tip radius, R. Both the tip
radius, and the electric field at this spatial position can
also be calculated from the results of appendix A, assuming
a reasonable field at the tip surface of 4.5 v/R. Finally,
the travel tlme of the parent lon from surface to this
polnt can be calculated. All of these results are pre-
sented in Figure 24, for three characteristic tip voltages,

v .

(]
The results indlcate that the parent ion takes on the

order of 10'10

seconds to reach the spatial position at
which dissoclation is assumed to occur. This is Jjust the
order of magnitude of the dissoclation time for an excited
H * ion in a very high electric field, as calculated by

47 and wina.'8»49,50

Hiskes, From these results a simple
model of the dilssoclation process emerges. A molecular
ion, once field evaporated from the surface, finds itself
in an electric field strong enough to cause dlssociation.
However, the molecule cannot dissociate instantaneously,

10 seconds, at which time it has al-

but requires some 10~
ready traveled some distance from the surface. Dissocla-
tion then occurs, and the fragment ion is detected as a

fractional mass-ratlio in the atom probe.
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TIP VUL TIP RADIUS M/N v/vO /R FIELD TRAVEL-TIME
(VOLTS) (M) (AMU) (VOLTS/M) { SECONDS)
4000.0 0.15070-07 1.000 1.000 0.0 0,45000 11 0.0

4000.0 0.15070-07 1.100 0.818 037700 01 0.52700 10 0.25460-12
4000.0 0.15070-07 1.200 0.667 0.25000 02 0.,88220 09 0,1058D0~11
4000.0 0.15070-07 1.300 0.538 0.11520 03 0.1944D0 09 0.38450~-11
4000.0 0.15070-07 l.400 0.429 0.42250 03 0.53190 08 0,12230~10
4000.0 0.15070~07 1.500 0.333 0.13000 04 0.17300 08 0.34190-10
4000.0 0.15070-07 1.600 0.250 0.3476D 04 0.64720 07 0.85160-10
4000.0 0.15070-07 1.700 0.176 0.,82750 04 0.27190 07 0,19200-09
4000.0 0.15070-07 1.800 0.111 017890 05 0.12580 07 0,39730-09
4000.0 0.15070-07 1.900 0.053 0.3566D 05 0.63090 06 0, 76400-09
4000.0 0.15070-07 2.000 0.0 0.66350 05 0.33910 06 0.1379D0-08
6000.0 0.23490-07 1.000 1. 000 0.0 0.45000 11 0.0

6000.0 0.23490-07 1.100 0.818 0.34390 01 0.57120 10 0.,31660~-12
6000.0 0.23490-07 1.200 0.667 0.21500 02 0,10230 10 0.12400-11
6000.0 0.23490-07 1.300 0.538 0.93780 02 0.23870 09 0.42570-11
6000.0 0.23490-07 1.400 0.429 0.32770 03. 0.6855D 08 0.12880-10
6000.0 0.23490-07 1.500 0.333 0.96720 03 0.,23250 08 0.34470-10
6000.0 0. 23490-07 1. 600 0.250 0.24920 04 0.90280 07 0.82690-10
6000.0 0.23490-07 1.700 0.176 0.57420 04 0.3918D 07 0.18040-09
6000.0 0.23490-07 1.800 00111 0.12060 05 0.18660 07 0.36250-09
6000.0 0.23490-07 1.900 0.053 0.23420 05 0.96060 06 0.67900-09
6000.0 0.23490-07 2.000 0.0 0.4257D 05 0.5285D0 06 0.11970-08
8000.0 0.32220-07 1.000 1.000 0.0 0,45000 11 0.0

8000.0 0.32220-07 1.100 0.4818 0.32190 01 0.60500 10 0.36620-12
8000.0 0.32220-07 1.200 0.667 0.19300 02 0.11360 10 0,13760~11
8000.0 0.32220-07 1300 0.538 0.80990 02 0.27610 09 0e45360~-11
8000.0 0+32220-07 1,400 0.429 0.27350 03 0,82110 o8 0.1324D0~10
8000.0 0.32220-07 1.500 0.333 0.78340 03 0.,28700 08 0.34370-10
8000.0 0.32220-07 1.600 0.250 0.1966D 04 0.1144D 08 0.80260-10
8000.0 0.32220-07 1. 700 0.176 0e44260 04 0.50830 07 0.17100-09
8000.0 0.32220-07 1.800 0.111 0.91060 04 0.24710 07 0.33650-09
8000.0 0.32220~07 1.900 0.053 0.17360 05 0.12960 07 0.61860-09
8000.0 0.32220-07 2.000 0.0 0.3104D 05 0.72490 06 0.10730-08
10000.0 0e41190-07 1.000 1.000 0.0 0.45000 11 0.0

10000.0 0.41190-07 1.100 O.818 0.3056D 01 0.63270 10 0.40800~12
10000.,0 0.41190-07 1.200 0. 667 0.1774D0 02 0.12330 10 0.14850~-11
10000.0 0.41190-07 1.300 0.538 0.72250 02 0.30930 09 0.47460~-11
10000.,0 0.41190-07 14400 0.429 0.23760D. 03 0.94480 08 0.13470-10
10000.0 0.41190-07 1.500 0.333 0.66500 03 0.33810 08 0.34140-10
10000.0 0.41190-07 1.600 0. 250 0016350 04 0.13760 08 0.78080-10
10000.0 0.41190-07 l1.700 0.176 043616D 04 0.6222D> 07 0.16330-09
10000.0 0.41190-07 1.800 0.111 0673200 04 0.30740 07 0.31620-09
10000.0 0.41190-07 1.900 0,053 0.1376D 05 0.16350 07 0.57300-09
10000.,0 0.41190-07 2.000 0.0 0024280 05 0.92670 06 0.98050-09
12000.0 0.50370-07 1.000 1.000 0.0 0.45000 11 0.0

12000.0 0.50370-07 1.100 0.818 029290 01 0.65620 10 0e446T70~12
12000.0 0.50370-07 1.200 0.667 0.16560 02 0.13190 10 0.15770~11
12000,0 0.50370-07 14300 0.538 0.65800 02 033930 09 0.49130~11
12000.,0 0.5037D-07 1400 Qe 429 0.2118D 03 0.10600 09 0.,13640-10
12000.0 0.50370=-07 1.500 0.333 0.5815D 03 0,38660 08 0.33880~10
12000.0 0.50370~-07 1.600 0.250 0414060 04 0.16000 08 0.76160~10

Figure 24. Dissociation Data for H '— H ' + H,
’ 2 1
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Beckey,)47

interestingly, shows that the dissociation
of a molecular ion in a high electric field becomes more
improbable as the ratio of charged to uncharged species in-

creases. For this reason, the He-Rh?* and H-Rh?* ions
previously mentioned were detected intact, without dis-
sociation. Of course, the model presented is only intended
as a semiquantitative explanation of the fractional mass
ratios observed. The author realizes its limitations, and
presents the calculations only to glve an order of magni-

tude estimate of the expected dissociation times.
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VIII. SUMMARY AND CONCLUSION

By combining a field ion microscope and a time-of-
flight mass spectrometer, an instrument has been success-
fully developed which is capable of preselecting a surface
species, removing it by fileld evaporation from an atomi-
cally resolved metal surface, and determining the mass-to-
charge ratio, m/n, of the resulting ion. Random detector
signals are effectively eliminated since the flight time of
the selected ion 1is recorded by an oscilloscope whose ten
or twenty microsecond time sweep is initiated by the evap-
oration pulse itself. Specific calibration procedures for
this "atom probe FIM" assure an m/n determination of at
least * 1.0 amu at m/n = 50. However, when two or more
known species appear on a single time sweep, the m/n ratio
of an unknown specles on the same sweep may be determined
to * 0.2 amu at m/n = 50. Such accuracy is sufficient to
unambiguously identify metal-hydride molecules as commonly

occurring species on a "clean" imaged FIM surface.

Further experiments have indicated the presence of
field adsorbed noble gas atoms on the emitter surface.
These adsorbates may be fleld desorbed together with a

metal ion to form various metal-noble gas molecule lons.

The field evaporation of numerous metals in vacuum

and gas 1s found to occur essentlially with the charge of
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the ion predicted theoretically. However, several metals
also show ions of higher charge, up tc four-fold in the
case of tungsten. The experiments suggest that the charge
of the 1lon species example, the continual appearance of
only pure metal ions when the probe hole was placed in the
area of the zone line decorations of tungsten and iridium,
clearly indicated that these decorations were displaced
metal icns, and not oxides, nitrides, or other impurities

as might have been imagined.
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APPENDIX A

Ion Travel Times Between Confocal Parabollc Electrodes

In order to calculate the travel time of ions between
the tip and grounded cathode cap (see Figure 4), 1t is nec-
essary to choose a potentilal model which realistically ap-
proximates the true electrode geometry. Approximating the

51

tip and cathode cap as concentric spheres results in a
simple analytic expression for the travel time. Unfortun-
ately, the model is unrealistic since it ignores both the
true shape of the specimen, as well as the electrode assem-
bly which supports the tip. A more satisfactory approxi-
mation 1s to choose the tip and ground electrode as two
members of a family of confocal parabdloids of revolution.
The resulting potentilal distribution, first obtained by

52 and later used by Rose53 and Russell5u to

Eyring et. al.
calculate electron trajectories in an idealized field emis-
sion microscope, can be used to obtain an order of magni-
tude calculation for the travel time of ions in the atom
probe. Although other geometries are also easily handled,
the confocal paraboloid approximation is probably as good
as any55 particularly if the travel time of axial ions are
of primary interest. For simplicity, then, the specimen
tip and its associated mounting will be approximated by a
paraboloid of revolution having a vertex radius of curva-

ture equal to the actual radius of the field ion microscope

tip. This radius can be quite simply calculated once an
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analytic expression for the potential (and hence the elec-
tric field at the surface of the specimen) is obtained.

The copper enclosure surrounding the tip (see Figure 7B)
will be approximated by a second confocal paraboloid; the
geometry forcing its vertex radius of curvature to be nu-
merically equal to twice the actual tip to electrode dis-~
fance. The aperture in the grounded electrode will be ig-
nored in the calculation since in practice its diameter is
less than the tip to electrode distance. The origin of co-
ordinates is taken, for convenience, at the focus of the

paraboloid representing the tip.

Because of the geometry chosen, the potential is eas-
ily found by expressing Laplace's equation in confocal par-
abolic coordinates. Consider confocal paraboloids of rev-
olution about the z-axis. The ordinary cartesian coordi-

nates (x, y, z) are related to the confocal parabolic co-

ordinates (£, n, ¢) by the transformations:56
x = (gn)* cos¢ (A-1)
y = (En)l/zsimb (A-2)
z=%(n-§) (A-3)

From these transformations, the metric in the confocal par-
aboloidal system can be easily found. It is, in fact, for

this orthogonal curvilinear coordinate system, Jjust:
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[o])

(]

"
noj-

n L 1 % %
[E + 1} di + 5 {% + 1] dn + (&n) d¢ (A-4)

Now, restrict the discussion to the family of confocal par-
aboloids of revolution described by n = constant. Since
only n will enter into the boundary conditions, the poten-
tial must depend only upon this coordinate. In other
words, Laplace's equation in curvilinear coordinates, for

this special case, reduces to:

1 hphe 56

)
V3 = ———— = =
hnhghv on h,, an

=0 (A-5)

where the scale factors hn, h and hv are found from the

g’

metric to be:

' %
hy = % % + 1 (A-T)
and: \ ‘
By = (gn)? (A-8)

Substitution of A-6, A~7, and A-8 into A-5 yields:

d dadl _
an (n aﬁ} =0 (A-9)
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which can be integrated twice with respect to n to give,

for the potential:
¢ =Clnn+ B (A-10)

It is now convenient to express n in terms of cylindrical
coordinates (r, z) where z 1s measured as before, and r,
the perpendicular distance from the z-axis to the point of

interest is Just:
1
r= (x?+ y%)= (A-11)

In terms of these new coordinates (r, z) the potential, ¢,

becomes:
2 1
® = C 1n z + (r? + 22)2| + B (A-12)

where the equality:
1
n=2z+ (r¥+2z%2)2 (A-13)

has been used, and can be verified from the transformation

equations(A-1)-(A-3). At the tip where z =2z , ¢ =V . At

(-] [+]

the other electrode where z = z ¢ = 0. Combining these

1,

boundary conditions with equation(A-10)gives, for the po-

tential:

' z + (r? + zz)l/2

1n <Z°/Z1) 2z

1
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which 1is equivalent to:

1
v z + z (1 + r?/z%)™
P ° ln (A“l5)

B 1ln (zo/zl) 2z

For paraxial ions r/z << 1 Therefore:

9 = i 1n = (A-16)
in (z./2,) 2z,

The electric fileld strength at the tip is, from equation

(A-16) just:

ad P oo v,

— (A-1T7)
9z 12 = 2, In (2 _/z )

NI b

1

But the vertex tip radius R is 220. This can be shown by
considering the parabola formed by the interaction of the
paraboloid of revolution representing the tip, with, say,
the y-z plane, and recalling that at the tip for points
near the z-axis, n = 2z,. Combining this result with equa-
tion(A-13)and the general expression for the radius of cur-

vature R of a section of arc gives:

R = 2z, (A-18)
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Since the best image field, F, for helium is approximately
4.5 V/8, equation(A-17)can be used to predict the tip ra-
dius, R. Solving that equation for R and setting F = 4.5

v/R gives:
\

4.5 E% 1n (R/2z ) J
1

Three or four iterations of equatior(A-19)gives a value of

(A-19)

R, in angstroms, good to several decimal places. For the
atom probe, with z, = .00l m, equation(A-19)predicts that
an 8 kV tip (V_ = 8 kV) will have a radius of 322.2 i,
which is in good agreement with experimental data obtained

by net plane ring counting.

Since an order of magnitude calculation for the flight
time is desired for this work, only axial ions will be con-
sidered. The kinetic energy of such lons, at a position z

in space where the potential ¢ = V(z), 1is Just:

T mv(z)? = g (vo - V(z)} (A=20)

The travel time is obtalined by integrating the veloc-
ity over the distance traveled. That is:

Zl Z
dz dz (A-21)

T =
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Using equation A-16 for the potential, the travel time be-

comes:

m dz (A-22)
297 1n (z/zl)

ata
[1°AY

1ln (zo/zl)

The integral may be transformed into a more convenient form

by means of the following substitution:

-1 1
[ 2
wz | (z sz 1610 (2/2) (A-23)
In (z /z,)
- o
Then, the travel time becomes: )
%
En (zo/zﬂ
%
Z _uz
T = - 2T o |1In (z /4 ) e du (A-24)
t a—— o o

-}

R

wher'e'z1

° =

d , the distance between electrodes, and Tt =
. » — m /2
terminal time = d°[§av]
1
m-2
Plots of Tt/(ﬁﬁ as a function of total tip voltage,

V,, are given in Figure 25 for three values of d,. The

graph was computer drawn using 200 values of Vo.
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The new integral in equation(A-24)is Jjust the error

integral defined by:

X
2 _2 3 5 7
- e M dy = erf(x) = %: x - 2+ & - Xﬂ +
{7 Jm 3 5.2 7.31
[+]
(A-25)
so that equation A-24 can be written
- L - L
2 2
Z
T =-2T -2 |ln (z /4 ) ln (z /z) X
d [+] [} [+]
[+]
1 - £2_ + X“ — XG 4+ o (A-—26)
3 5.21 7.31
Where:
1
x = [1n (zo/z)] c (A-2T7)

Notice that 1n (z,/z) and 1ln (z_/d_) are both negative num-

bers. Using this fact, and letting:

y 1n (zo/z) (A-28)
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Equation(A-26)becomes:

£, 2 L z 35 y y 2 IE
T=7T_ 2— |ln {—| | |ln |—| | |1 - —+ -
t d, d 7. 3 5.2 7.31

(A-29)
or equivalently:
1 3
2 2 v
z, Zs Z, ) o [ - 1n (z./2)] 1
T=1T 2— |1ln |— In |[— + 7 —
t "4, | d, - z | v=l v!(2v + 1)
[A-30)
Consider the special case z = d . Then T 1is just the tip-

o

to-ground cap travel time, T , and equation(A-30)becomes:

T, R = [ - 1n (R/24)]V]
— = — |1n (R/2d,)] |1 + ¢
¢ 9o v=1 vl (2v + 1)
(A-31)

Figure 26 is a computer drawn plot of TO/Tt for various
values of R/do. To obtain this plot, 200 values of R/d°
were taken, and for each the series in equation(A-16)was
evaluated. Sufficient terms were included (usually about
30)..so-that .the sum of the series was always accurate to

seven decimal places. For the atom probe with z, = .001 m,
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and R = 322.2 &} (8kV tip) Figure 25 predicts that

my% %
Tt/(H) = .81 nsec/ (amu)™ and Figure 26 that:

T,/T, = 1.06

From which, the tip~to-~cathode travel time, To, is just

6.02 nanoseconds for a particle of % = 49,
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APPENDIX B

The Newton-Raphson Method

In order to calculate the pulse factor o, and the time
delay &, equations (42) and (43) must be solved simultane-
ously. The complexity of the equations demand a numerical
solution, which may be obtained by direct application of
the Newton-Raphson method. Reference 29 describes the gen-
eral procedure in detail, which is applied here to the

specific problem of determining o and §.

Equations (42) and (43) may be rewritten as follows:

K? (vi + aPi) (ti + §)2- P, (t, + 8)%| =0 (B-1)

el
1=
=

p—

K? 3 (vi + aPi) (ti + §)2-

(B-2)

where Vi’ Pi’ and Ti are the DC voltage, pulse voltage,
and observed travel time; respectively, which correspond to
the ith mass spike recorded. M is defined as the known
mass-to~charge ratio being observed (for rhodium, M =
51.5). The positive sign for the time delay, 8, has been

chosen for convenience.



Equations(B-1l)and(B-2)are of the form:

Let:

and:

£ (a,$)

n (a,53)
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(B-3)

(B-4)

(B-5)

(B-6)

where o, and 60 are approximate values for the pulse factor

and time delay,

terms.

and a and d are the appropriate correction

Substitution of equation (B-5)and(B-6)into equation

(B-3)and(B-4)and expanding in a Taylor series about & and

§, gives:

E(a°+ a, 60

n{a + a, §
o =]

+ 4d)

+ 4d)

[

R

(o, 6 ) +a

n (o , § )+ a
o o

9

\

——

ran~
o

4

where terms in higher powers of a and d as well as their

products have been neglected,

and d, are assumed small.

The subscript

"o" attached

since the correction terms, a
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to each derivative corresponds to the subscript of o and ¢,
and indicates that the derivative is to be evaluated for

these values of o and 6.

Equations (B-7)and (B-8)may be solved by the method of
determinants for the initial correction terms a and d.
These correction terms, corresponding to the values chosen

for oo and § (o and § ), will be designated a and d. They
o o

are just:
- 9&
E(GO’ 60) [8540
'?_Tl\
- n(aos go) \aa)o
al = (B- 9)
3L (3¢E)
o0, o \deo
an 3n
90} o (90 ) o
(08 -
- \ao’io E(Olo, 60)
ré_rlw
- k30.“0 - n(O'O’ 60)
d1 = (B-10)
(2€) 3¢
(oa ), 96 ),
(3n)] an
3a ), 98] o
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A corrected value for a and 8§ can now be obtained from

equations(B-5)and(B-6):
a, =0 + a, (B-11)

§. =8 +d (B-12)

These new values can be used to obtain a further correc-
tion, and the process repeated as often as necessary. The
calculation is finally terminated when the corrections to a
and 8§ become negligibly small. That is, when a and § re-
main unchanged to the accuracy required. The simultaneous
solution of equations(B-1)and(B-2)by this method require

the following quantities:

E(o:.l §) = K2 ;|}Vi + aPi) (1;i + §)2- IKE:' l}vi + Pi) X

1
(ti + 5{] = 0 (B-13)
08 _ M
7= = 2K? ﬁ[}Vi + aPi) (ti + 8)2%- 5%1 [}i (ti + aﬁ
(B-14)
3E _

Q
O

2 2
3K? I (Vi + aPi) (ti + )2~ v, + aPi (B-15)
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1=

- w2 2_ 2| =
n(a,8) = K i (Vi + aPi) (ti + §) X Pi (ti + 6) 0
(B-16)
2
3N = g2 g|p, (t, + 6§)2 (B-17)
aa i i i

|
3

= (2K)? T|(V, + P)) (b, + 8)2= Tl [Py (6, + 8)
i

(B-18)

A computer program has been written to calculate the cor-
rection terms, a and d, which correspond to given initial
values o and 8 . The resulting corrected values for o
and 8 are used to generate a second-order correction, and
the process repeated until o and §, at succeeding cycles,
differ by less than 1.0 X 10—7. In practice, twenty or
thirty cycles are usually required to achieve this accu-
racy. The resulting numbers are then rounded to two deci-

mal places to give final values for the pulse factor and

the time delay.
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